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Featured article in Wikipedia

• Wikipedia
– the largest online collaborative authoring site
– anyone can edit
– uneven quality in articles

• Featured articles (FA)
– represent the best articles in Wikipedia
– Featured article criteria
– Featured article nomination/review
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Key steps in acquiring FA label
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FAC :  featured article candidate
FAC session : [time of nomination, time of decision]
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nomination justification

depth of 1
depth of 2

depth of 3

depth of 3



Motivation and research objectives

• Motivation
– In Wikipedia, good articles are wanted.
– Wikipedia has been growing exponentially, however,

• number of featured articles is growing linearly
• FA selection process is laborious
• decision making is only shouldered by the FA director and his 

delegate

• We aim to aid in decision making
– to collect FAC review data, and analyze user interaction during 

review process
– to predict nomination outcomes using feature derived from 

interaction analysis
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Featured article candidates dataset

7



Statistics per FAC session (1)
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duration (in days) distinct users



Statistics per FAC session (2)
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number of comments number of votes



Users’ activeness in FAC sessions
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Classification in a nutshell
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training(x,+)
(x,–) Dtrain

x : features of the data instance, often multiple dimensions

testing(x,?)     Dtest



Feature engineering for prediction

• Dx
– discussion features,

• Uy(Fu)
– user features,
– user weighting options,

• Pz(Fp)
– collaborator (pair) features,
– collaborator weighting options, 
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Discussion features, D{g,c,v}

• General discussion features
1. duration (in days)
2. total number of comments
3. total number of distinct users
4. average number of comments per user

• Comment-specific discussion features
5-6. max. and avg. length of comments
7-8. max. and avg. depth of comments
9. self nomination (b)
10. FA director participation (b)
11. FA director’s delegate participation (b)

• Voting-specific discussion features
12. number of comments at depth 1
13. number of comments at depth 1 that also votes
14. fraction of comments that vote for support
15. fraction of comments that vote for objection
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User features, U{N,S,C,L}(Fu)

• Features defined on the dimension of individual users

• Selecting top 50 active users
– N, number of FAC nomination
– S, number of FAC participation
– C, number of comments given in FAC sessions
– L, number of distinct FAC co-reviewers

• Assigning feature values
– eu, existence, {1,0}
– pu, polarity, {+1,-1,0}
– cu, comment, {0,1,…}
– su, signed comment, {…,-1,0,+1,…}
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Collaborator features, U{Co,Ag,Dg}(Fp)

• Features defined on the dimension of pairs of users

• Selecting top 100 collaborative user pairs
– Co, number of FAC sessions co-reviewed
– Ag, degree of agreement

– Dg, degree of disagreement

• Assigning feature values
– ep, pair existence, {1,0}
– cp, sum of comments, {0,1,…}
– p1p, paired polarity, option 1, {-2,-1,0,1,2}
– p2p, paired polarity, option 2, {-2,-1,-0.5,0,1,2}
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Experiment setup

• Training vs. test dataset
– 10 folds cross-validation
– stratified sampling based on the outcome

• Classifier
– Linear SVM, with cost factor 0.2
– Platt’s calibration, SVM decision values to class posterior 

probabilities

• Evaluation
– area under the curve (AUC) on precision-recall (PR) curve
– precision and recall for the ‘–’ class
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AUC using discussion features
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baseline : the maximum prior classifier

1. using voting specific discussion features performs better than 
non-voting discussion features;

2. using both voting and non-voting features outperforms the latter;
3. all proposed feature settings perform better than the baseline.



AUC using user features
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AUC using collaborator features
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AUC using the ‘best of best’ features
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1. using user features improves AUC performance significantly;
2. using collaborator pair features improves AUC, but not 

statistically significant.
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Conclusion

• We analyze user collaboration in the process of FAC 
nomination and review
– users’ participation, commenting, voting statistics
– consensus is largely followed in the review process

• We address the task of predicting FAC outcome as 
binary classification using features derived from review 
data and user collaboration
– using vote consensus gives strong performance
– using user features improved prediction significantly
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Future work

• To compare classifier performance when varying the 
number of active users selection, and compare with 
random selection.

• To look at the classifier performance for cases where 
consensus does not exist.

• To associate with article’s editing history during the 
review period.

• To examine performance for controversial articles.
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