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1. Introduction

Spatial econometrics consists of econometric techniques deal-
ing with the interactions of economic units in space, which can
have physical or economic characteristic. The spatial autoregres-
sive (SAR) model by Cliff and Ord (1973) has received the most
attention in economics.! Panel data with spatial interaction is
also of great interest, as it enables researchers to take into ac-
count the dynamics and control for the unobservable heterogene-
ity (e.g., Anselin, 1988; Baltagi et al., 2003, 2007; Elhorst, 2003;
Kapoor et al., 2007; Yu et al., 2007, 2008; Yu and Lee, forthcoming).

For panel data models with fixed individual effects, when the
time dimension T is fixed, we are likely to encounter the inciden-
tal parameter problem discussed in Neyman and Scott (1948). This
is because the introduction of fixed effects increases the number
of parameters. For the linear panel regression model with fixed
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1 Early development in estimation and testing for cross sectional data can be
found in Anselin (1988), Cressie (1993), Kelejian and Robinson (1993), and Anselin
and Bera (1998), among others.
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effects, the direct maximum likelihood (ML) approach estimates
jointly the common parameters and fixed effects. The correspond-
ing ML estimates (MLEs) of the regression coefficients are known
as the within estimates, which happen to be the likelihood esti-
mates conditional on the time means of the dependent variables.
However, the MLE of the variance parameter is inconsistent when
T is finite. The inconsistency of the variance parameter is the one il-
lustrated in Neyman and Scott (1948). For the SAR panel data mod-
els with fixed individual effects, similar findings of the direct ML
approach are found in this paper. The direct approach will yield
consistent estimates for the spatial and regression coefficients, ex-
cept for the variance parameter when T is small (but the number of
spatial units n is large).? For the SAR panel models with both fixed
individual and time effects, the direct approach will be inconsis-
tent for the estimation of the common parameters unless n is large.
Even when both n and T are large, the distribution of the estimates
of the common parameters would not be properly centered.

To eliminate the fixed effects, the method of conditional
likelihood is used when sufficient statistics can be found for the

2 When a dynamic effect is considered into the SAR panel data, we will have

n “initial condition” problem which will cause the inconsistency of the direct
likelihood estimates for all the parameters unless T is large (see Yu et al., 2007, 2008
and Yu and Lee, forthcoming). The initial value problem for the dynamic panel data
model is well known (Nickell, 1981).
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fixed effects. For the linear regression and logit panel models, the
time average of the dependent variables for each cross sectional
unit provides a sufficient statistic> (see Hsiao, 1986). For the
normal panel regression model, the conditional likelihood can
be constructed from some transformed data. In this paper, we
investigate the use of similar transformations to the SAR panel
model. By using a data transformation from (I — %IT I) to eliminate
the individual effects where I is the T x 1 vector of ones, the
transformed equation can be estimated by the quasi-maximum
likelihood (QML) approach. For the model with both individual
and time fixed effects, one may combine the transformations
from (I, — %lnl;) and (Iy — %ITI/T) to eliminate both effects.* The
transformation approach for our models can either be justified
as a conditional likelihood, a partial likelihood (Cox, 1975), or
a modified likelihood based on a concentrated likelihood of the
direct estimation (Kalbfleisch and Sprott, 1970; Cox and Reid,
1987; Lancaster, 2000; Arellano and Hahn, 2005).

Panel regression models with SAR disturbances have recently
been considered in the spatial econometrics literature. The model
in Baltagi et al. (2003) is Yyr = X Bo + €no + Une, Une = AoWyUpe +
Ve, t = 1,2, ..., T,where elements of V,; are i.i.d. (0, 002), Cpo iSan
n x 1vector of individual error components, W, is a spatial weights
matrix, and the spatial correlation is in Uy;. A different specification
in Kapoor et al. (2007) is Yne = XuBo + Uyr and Ut = AoW,U\ +
dyo+Vue, t = 1,2, ..., T,whered,g is the vector of individual error
components. Kapoor et al. (2007) propose a method of moment
(MOM) procedure for the estimation of Ay along with the variances
of d,o and V,;. The two models are different in terms of the variance
matrices of the overall disturbances. The variance matrix in Baltagi
etal.(2003) is more complicated and its inverse is computationally
demanding; the one in Kapoor et al. (2007) has a special pattern
and its inverse can be easier to compute. By the transformation
(I, — AW,), the data generating process (DGP) of Kapoor et al.
(2007) becomes Y,y = XuBo + €uo + Upe where ¢g = (I, —
roWn)"'dy and Uy, = Uf — (I, — AoWy) " 'dyo. The Uy =
AW, Uy + Vi forms a SAR process. This model implies spatial
correlations in both the individual and disturbance components,
c,o and Uy, having the same spatial effect parameter. Baltagi
et al. (2007) formulate a model which allows for different spatial
effects in both individual and disturbance components. Baltagi
et al. (2003, 2007) have emphasized the test of spatial correlation
in their models.

We note that, with the fixed effects specification, all these
panel models have the same representation. By regarding (I, —
AoWp) " ldyo as a vector of unknown fixed effect parameters, the
two equations are identical to a linear panel regression with
fixed effects and SAR disturbances. In this paper, we consider the
estimation of the SAR panel model with both spatial lag and spatial
disturbances. For the model with individual effects, we consider
the case where n is large but T can be finite or tends to infinity. For
the model with both individual and time effects, we focus on the
scenario with both n and T being large. ©

3 Sufficient statistics might not be available for many other models. A well-
known example is the probit panel regression model, even though probit and logit
models are close substitutes (see Chamberlain, 1982). In addition to the conditional
likelihood method, other methods to eliminate nuisance parameters have been
discussed in Kalbfleisch and Sprott (1970), Cox and Reid (1987) and Lancaster
(2000) among others.

4 The use of the transformation from (I, — %lnl;) to eliminate time fixed effects
has been considered in Lee and Yu (forthcoming) for a spatial dynamic panel model
with large T. In a group setting with group fixed effects, a similar transformation
can eliminate the group effects (Lee et al., 2008).

5 However, our modified likelihood is not one of those which could be
constructed from their formulas.

6 we may point out, in some occasions, the implication of either n or T being
finite. For a SAR model, because spatial interactions are highly parameterized, it is

This paper is organized as follows. In Section 2, the SAR panel
model with individual fixed effects is introduced. We consider,
first, the direct ML approach where the individual effects are also
estimated. We find that when T is finite, the estimate of the vari-
ance parameter is inconsistent, but the estimates of the other com-
mon parameters are consistent and asymptotically normal. As an
alternative estimation method, we propose a data transformation
procedure, and establish the consistency and asymptotic distri-
bution of the QML estimator of that approach. We demonstrate
that the estimates (except the variance parameter) from the direct
approach are identical to the corresponding estimates from the
transformation approach. These results extend those of the within
estimates and the conditional likelihood estimation of the linear
panel regression model to the SAR panel model. Section 3 general-
izes the model to include both individual and time effects. For the
direct ML approach, even both n and T are large, the distribution of
the estimates is not properly centered. The noncentrality can, how-
ever, be removed by some bias-correction procedure. On the con-
trary, the transformation approach will yield consistent estimates
as long as either n or T are large, and their asymptotic distribu-
tions are normal and properly centered. For the model with both
effects, the likelihood function from the transformation approach
is not necessarily a conditional likelihood, but a partial likelihood
function instead. It may also be justified as a certain modified likeli-
hood function. Simulation results are reported in Section 4 to com-
pare the two approaches. Section 5 concludes the paper. Proofs are
collected in the Appendix.

2. The model with individual effects only

The SAR panel model with individual effects and SAR distur-
bances is

Yne = oWy Y +Xnt,30 + Cno + Upe,
Unt:poMnUnt+Vnt7t:]727”-:T7 (1)

where Yy = (Vir,Yae, -+ -, Yn)" and Ve = (v, var, oo, Une)’
are n x 1 vectors and v is i.i.d. across i and t with zero mean
and variance 002. W, is an n x n nonstochastic spatial weights
matrix that generates the spatial dependence on y;; among cross
sectional units. X, is an n x k matrix of nonstochastic time varying
regressors, and ¢,g is an n x 1 vector of fixed effects. Similarly, M,,
is an n x n spatial weights matrix for the disturbances. In practice,
M,, may or may not be W,,.

In this paper, we consider, first, the estimation of the param-
eters including the fixed effects, and investigate the possible in-
cidental parameter issue. We then consider the estimation after
the elimination of the fixed effects. Define S,(A) = I, — AW,
and R,(p) = I, — pM,, for any A and p. At the true parameter,
Sn = Su(Ao) and R, = R, (pp). Then, presuming S, and R, are in-
vertible, (1) can be rewritten as

Yoo = Sy XueBo + Sy "o + Sy 'Ry Ve (2)

For notational purposes, we define 17,7[ = Yy — Y, for t =1,
2,...,T,where Y,y = 7 S i_y Yo Similarly, Xy, = Xy — X7 and
\7m = Vyr — Vyr. A list of frequently used notations is provided in
Appendix A for easy reference. For our asymptotic analysis of the
estimators, we make the following assumptions.

Assumption 1. W, and M,, are nonstochastic spatial weights ma-
trices with zero diagonals.

of interest only when n is large. Otherwise, a vector autoregression model would be
preferable. For this reason, as suggested by a referee, we focus our attention on n
being large.
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Assumption 2. The disturbances {vy},i=1,2,...,nandt = 1,
2,...,T,arei.id. across i and t with zero mean, variance 002 and

E Jvie|*t" < oo for some 5 > 0.

Assumption 3. S;(A) and R,(p) are invertible for all . € A and
p € P, where A and PP are compact intervals. Furthermore, A¢ is in
the interior of A, and py is in the interior of P.”

Assumption 4. The elements of X,, are nonstochastic and boun-
ded,® uniformly in n and t. Also under the asymptotic setting
in Assumption 6, the limit of = 1X’ R'R Xm exists and is
nonsingular.

nT

Assumption 5. W, and M, are uniformly bounded in both row and
column sums in absolute value (for short, UB).? Also 5;]()\) and

R, '(p) are UB, '° uniformly inA € A and p € P.

Assumption 6. n is large, where T can be finite or large.!!

The zero diagonal assumption helps the interpretation of the
spatial effect, as self-influence shall be excluded in practice. In
many empirical applications, each of the rows of W, (and M,,) sums
to 1, which ensures that all the weights are between 0 and 1. In this
section, our estimation and analysis for the model do not require
the feature of row-normalization. Assumption 2 provides i.i.d. reg-
ularity assumptions for v;;. We note that the disturbances in Uy, are
allowed to be spatially correlated. It is the noise term in Uy, that are
i.i.d. distributed. If there is unknown heteroskedasticity, the MLE
(QMLE) will not be consistent. Methods such as the GMM in Lin and
Lee (forthcoming) and that in Kelejian and Prucha (forthcoming)
may be designed for that situation. Invertibility of S,(1) and R, (p)
in Assumption 3 guarantees that (2) is valid. Also, compactness is
a condition for theoretical analysis on nonlinear functions. When
W, is row-normalized, a compact subset of (—1, 1) has often been
taken as the parameter space for A in theory. So is the parameter
space of p for arow-normalized M,. When exogenous variables X;;
are included in the model, it is convenient to assume that they are
uniformly bounded as in Assumption 4. Assumption 5 is originated
by Kelejian and Prucha (1998, 2001) and also used in Lee (2004,
2007a). That W, My, S, ' (A) and R} ' (p) are UB is a condition that
limits the spatial correlation to a manageable degree. Assumption 6
allows two cases of interest: (i) both n and T are large; and (ii) n is
large and T is fixed. For (ii), we are interested in the short panel
data case in contrast to the case where T is large in other studies,
e.g., Hahn and Kuersteiner (2002) and Yu et al. (2008).

2.1. The direct approach

Denote 8 = (B, A, p,0%) and ¢ = (B, A, p)’. At the true
value, 6g = (By. ho, po,0g) and o = (B}, ho. o). The log
likelihood function of (1), as if the disturbances were normally
distributed, is

7 Due to the nonlinearity of A and p in the reduced form of the model,
compactness of A and P is needed. However, the compactness of 8 and o2 is not
necessary because the 8 and o2 estimates given A and p are least squares type
estimates.

8 if Xy is allowed to be stochastic and unbounded, appropriate moment
conditions can be imposed instead.

9 we say a (sequence of n x n) matrix P, is uniformly bounded in row and
column sums in absolute value if sup,.; [[Pallc < 00 and sup,q|IPall; <
oo, where [|Pyllog = SUPjicn X jy |Piin| is the row sum norm and [P, =
SUD;<j<n 2 iy |Pi.n| is the column sum norm.

This assumption has effectively ruled out some cases, and, hence, imposed
limited dependence across spatial units. For example, if Ao, = 1 — 1/n under
n — oo, it is a near unit root case for a cross sectional SAR model and 5;1 will
not be UB (see Lee and Yu, 2007).
1T The case with a finite n and large T is of less interest as the incidental parameter
problem does not occur in this model.

nT
L@, €) = == In@270?) + T [In[5, ()] +In [Ra(p)]]

T

— > V€L Vi (. €), (3)

where Vi (¢, €1) = Ry(p)[Sh(X) Yy — Xue B — €,]. We can estimate
¢, directly and have the estimator of 6 via a concentrated log
likelihood with ¢, concentrated out:

InLd(0) =~ In@xo®) 4 TlinI5,0)] +In Ky ()]

T
=5 2 VOV (0), (4)
t=1

where Vnr({) = Rn(p)[Sn(A)f’m —)?n[ﬂ]. The first and second order
derivatives of (4) are (36) and (37) in Appendix B.

2.2. Transformation approach

To eliminate the individual effects, the deviation from the time
mean operator, J; = (It — %ITI’T), can be used. Because W, is time
invariant, the variables in the deviation form would still be a SAR
model. Such a transformed model consists of Ym = AW, Ym +
Xmﬁo + Um and Um = poM,,Um + Vm However, the resulting
disturbances V, would be linearly dependent over the time
dimension. Without creating linear dependence in the resulting
disturbances, a corresponding transformation can be based on
the orthonormal eigenvector matrix of J;. We use an orthogonal
transformation which includes the Helmert transformation as a
special case to eliminate the fixed effects. Let [Fr r_1, %TIT] be the

orthonormal eigenvector matrix of Jr, where Fr r_; isthe T x (T —
1) submatrix'? corresponding to the eigenvalues of one. For any
n x T matrix [Z1, ..., Zyr], define the transformed n x (T — 1)
matrix [Z),, ... Z:T 11 = [Za1, ..., ZorlFr 7. Similarly, X}, =

(X1 Xne.20 - - - » Xip. i J- Then, (1) implies
Yy = AWo Yy + X0 o + U,

Uy = poMaUy, + Vi, t =1,..., T — 1. (5)
Because (V1. ..., V;'r ) = (Frp_1 ® In)(Vyy, ..., Vi) and vye's
are i.i.d,

EVyl, . Vi) (Vo V)

=0y (Fr 11 @I (Froo1 ®Iy) = 0¢hha—1).

Hence, v;'s are uncorrelated for all i and t (and independent under
normality), where v} is the ith element of V.
The log likelihood function of (5), as if the disturbances were

normally distributed, is

n(l —1)

5 Inwo?) + (T — D[In|S, (V)|

InL,7(0) = —

T—
+ In|Ry(p)]] — Zwv>@x (6)

where V3.(¢) = Ra(0)[Sn(V)Y
column vectors Dne and gy, as

— X B]. For any n-dimensional

12 1y dynamic panel data, the first difference and Helmert transformation have
often been used to eliminate the individual effects (see Anderson and Hsiao,
1981; Arellano and Bover, 1995 among others). A special selection of Fr r_; gives
rise to the Helmert transformation where Vj is transformed to (TZ—;{])]/Z[VM —
ﬁ(Vn.tﬂ + o
models.

+ Vur)], which is of particular interest for dynamic panel data
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T—1
> iy = @pe - Py Fr—1 ® In)

X (F{',T71 ® In)(q,,ﬂ, ey q,,ﬂ')/
T
= (p;,p cees P/nr)(fr ® In)(q;p cees q/nT)/ = Zijgnant
t=1
by using (Pu1, - - -, Pur) = Pn1s - - -, Pur)JT, (6) Can be rewritten as
n(lf —1) 2
InL, () = T InRro”) + (T — D[In|S,(A)|
1 J
+ InfRu(p)1 = 5 Z OV (©), (7)

where Vi (¢) = Ry(p)[Sh(A) Yy — Xm,B ] and its first and second
order derivatives are (40) and (41) in Appendix B.

We note that the likelihood function in (7) has a conditional
likelihood interpretation. It is the likelihood conditional on the
time average Y,r, which is a sufficient statistic for ¢ under
normality. This is because (1) implies that Y,r = AW, Ynr +

XnrBo + €no + Upr With Uyr = poMpUnr + Vi, but ¢, does not
appear in Y nt — )LOW Ynt +Xn[,30 + Un[ with Unt - ,OOM Unt + Vn[
As Vm, t=1, , T, are independent of V,r under normallty, the
likelihood in (7 ( ) 15 the conditional likelihood of Yy, t = 1,...,T
conditional on Y,r (Hsiao, 1986; Lancaster, 2000).

2.3. Comparison of the two approaches

One may compare the concentrated log likelihood function in
(4) of the direct approach with the one in (7) of the transformation
approach. We see that the difference is on the use of T in (4) but
(T — 1) in (7). A closer comparison of the two log likelihoods with
a further concentration is revealing.

For (4), we can further concentrate out 8 and ¢ and focus on
(A, p). The QMLEs of 8 and ' given X and p are

r 1
[Z ;(p)Rn(p)im]

T
[Z)?é[R,’,(p)Rn(p)Sn(k)Vm} , (8)

:8::;]T()“5 /0)

~ 1 - - ,
62, p) = n—T;[snawm—xmﬂﬁT(x, )]

X R, (0)Rn(0)[Sn (1) Vi — Xt By O, ). 9
The concentrated log likelihood function of (X, p) of the direct
approach is

InLj r(y p) = ——(ln(Zn)+ 1) — —1na 4, p)

+T[In[S; (M) + In IRn(p)IJ- (10)
For (7), the corresponding estimates are

T -1
Bur (., p) = [Zigmg(p)&(p)im]
t=1
T
X [ZXArR;(p)Rn(p)sn()\)?nt}, (11)
t=1
T ~ ~ A
Sar(h, p) = D 1500 Yar = Xuc Bar (1, p)T

n(T —1) &

X Ry (0)Ru (P)[S2 () Ynt — Kt Bar (1, )], (12)
and the concentrated log likelihood function of (A, p) for the
transformation approach is

n(T—1) (@) + 1) — n(T—1)

InLyr G p) = —=— 5
+ (T = D[S, + In [Ra(o)]]. (13)

Note that Bur(h, p) = By (1, p), but 63 (0, p) = 6700, ).
Hence, (10) can be rewrltten as

L

T

T
—5 Gy (A, p) + TlIn [Sy(M)[ + In [Ry (p) 1. (14)

In 6,17'()% 0)

T T
InLé (3, p) = —"7 <ln(27‘r) +1In

By comparmg (13) and (14) we see that they yield the same
maximizer (AHT, ont). A ,8 (A, p) and ,8,,T (A, p) are the same, the
QMLE of ¢o = (B Ao, o)’ from the direct approach is the same as
that of the transformation approach. However, the estimate of ag
from the direct approach will not be con51stent unless T 1s large,
which can be seen from the difference ofo (k p) and & onT A, p).
As 65 (L, p) = =64, p), we see that the bias corrected

estimate ﬁoz}i is numerlcally equivalent to &, T(A p). Hence, the
ML estimation of the SAR panel model with fixed individual effects
shares some common features with the ML estimation of the
fixed effects linear panel regression model. The concentrated log
likelihood function in (13) or (14) provides a common ground for
the investigation of asymptotic properties of the two approaches.
It also provides computational simplicity in terms of reduced
dimension for optimization.

2.4. Consistency and asymptotic distributions of estimates

Denote G, = W,S, ' and

T
Har(p) = Z(;(ntv anntﬁo)/

n(l —1) =
X R (0)Ra(0) KX, GuXune Bo) (15)

2
p(p) = LR ()R, ' Ra(0)R, I,

2
ol (h p) = ‘%"tr[(Rn(p)sn(A)sn‘lR,:l)/(Rn(p)sn(x)S;lR,Tl)].

Assumption 7. Either (a) the limit of #,r(p) is nonsingular
for each possible p in P, and the limit of (1 In|ogR;VR;!| —
% In|o2(p)R; 1 (p)' R, 1(p)|) is not zero for p # pp; or (b) the limit
of

1 re—tre—1p—t; _ 1 1 et e e
(H InlogR, 'Sy S,y 'Ry T =~ Inlog (4, PRy (0)'S, 1 ('S, (MR, ‘(p>|>

is not zero for (A, p) # (Lo, po), as n tends to infinity.

Assumption 7 states the identification conditions of the model,
which generalizes those for a cross section SAR model in Lee
and Liu (2006) to the panel case. The part (a) of Assumption 7
represents the possible identification of Ay and By through the
deterministic part of the reduced form equation of (1), and the
identification of py and 002 from the SAR process of Uy in (1). The
part (b) of Assumption 7 provides identification through the SAR
process of the reduced form of disturbances of Yy, in (2). When
M, = W, and Ay # po, the condition in 7(b) would not be
satisfied as (Ag, po) and (g, Ao) could not be distinguished from
each other. Identification will then rely on either Assumption 7(a)
or extra information on the order of magnitudes of Aq and p,. The
identification and consistency are shown in the following theorem.
The analysis follows from the concentrated likelihood (10) or (13)
for Ag and py. Those of By and 002 for the direct and transformation
approaches follow, respectively, from (8)-(9) and (11)-(12).
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Theorem 1. Under Assumptions 1-7, 6, is identified. Furthermore,

(1) for the QMLE 9 7 based on (8)-(10) of the direct approach, @,‘fT —
0r 5 0 where eT =600 — (O1xks2) 709)

(2) for the QMLE 6,1 based on (11) and (13) of the transformation
approach, 9;17 — 6 2o

Proof. See AppendixB.3. H

For this theorem, 6.2¢ does not converge to o when T is a fixed
finite value as n tends to infinity. It will be consistent only when T
is large. The (8%, 3.9,, p¢.) of 6% will be consistent even when T
is small, because they are identical to those of the transformation
approach. For the &rfr of the transformation approach, it is a
consistent estimate of 002 as long as n tends to infinity.

The asymptotic distribution of 6% can be derived from the
Taylor expansion of (38) around 6r, and é,.,T can be derived
accordingly with (42)."® Denote G, = G, — 2], and D, =

H, — "], where G, = R,G,R; " and H, = MR} .

Assumption 8. The limit of % [tr(CSC3)tr(DD5) —
strictly positive as n tends to infinity.

tr3(C3D)] is

The first order derivative of the concentrated log likelihood
function at the true parameters involves both linear and quadratic
functions of Vy. Its asymptotic distribution can be derived from
a central limit theorem for martingale difference arrays (see
Lemma A.1 in Appendix A). Assumption 8 is a condition for the
nonsingularity of the limits of the information matrices of both
approaches. When the limit of #,r(po) is singular, as long as the
limit of % [tr(CSC)tr(DSD) — tr*(C3D3)] is strictly positive, the
limits of the information matrices remain nonsingular.

Theorem 2. Under Assumptions 1-7 (a); or Assumptions 1-6, 7 (b)
and 8,

(1) for the direct approach,

VT (0% —6r) 5 N(O 11m (EHT i)
X (Egr,nT + QgT,HT)(EgT,HT)7]>’ (16)
where the lim is taken under Assumption 6, and EQT T _QgT oT

are in (39) and (48)
(2) for the transformation approach,

V(@ = D)@ — ) > N, lim T},
X (Zgp.nr + Lag.n1) Zgo ) (17)
where X, nr and g, nr are in (43) and (49).
Proof. See AppendixB4. ®

The (8%, i.%,, pg;) is identical to (B.;, Anr, Pur), and they are
properly centered at their true parameter values. But for the
estimate of ‘70 of the direct approach, ~/nT (Unr — cro) may not
be centered at 0, even though T also tends to infinity, unless T
goes to zero. On the other hand, for the transformed approach,
Jn(T —=1) (Unr — 00) is properly centered at O even with a finite

13 Those can also be derived with the concentrated likelihood in (10) or (13) with
the corresponding estimates of Sy and og via (8)-(9) and (11)-(12). However, while
these can be convenient for the marginal distributions for the estimates of 8, and
rroz, it is algebraically tedious and is indirect to obtain the joint distributions. The
derivations via the log likelihoods of (38) or (42) are more direct.

T. When V,,; are normally distributed, .QgT’"T = 0and Q2,7 =0
because p4 — 305‘ = 0. The difference between Eedr,nr and Xy, v
(resp. .ngm and $2¢, nr) occurs at the corresponding elements

associated with o2 and o2, as shown in (39) and (43) (resp. (48)
and (49)). From Theorem 1, it is straightforward to construct the
bias corrected estimates for the direct approach as

. T '
o5 = (B it i 68 (18)
This bias corrected estimate is numerically the same as the
estimate of the transformation approach.

In some social interaction models, if each unit has many
neighbors, the QMLEs of some parameters in (8;, Ao, Po)’ might
have a lower rate of convergence. For the cross section SAR model
with i.id. disturbances, Lee (2004) shows that when G.X; 8 is
asymptotically multicollinear with X, the information matrix is
asymptotically singular and the MLEs of 8y and Ao will have a lower
rate of convergence. Only when G, X, 8y is not multicollinear with
X, would the rate of convergence be regular ,/n under the “many
neighbors” setting. In the SAR panel data with SAR disturbances,
we might have similar findings. Namely, when #,r is singular,
the estimates of Sy and Ao will have a lower rate of convergence
under the “many neighbors” setting. When #,r is nonsingular, the
QMLESs of (B3, Ao) have the regular rate. However, the rate of the
MLE of pp would be lower under the “many neighbors” setting,
regardless of the singularity of #¢,r or not. Hence, the result in Lee
(2004) would carry over to (83, Ao), while the rate of the MLE of pg

would always be lower.'

3. A general model with both individual and time effects

Both Baltagi et al. (2003) and Kapoor et al. (2007) focus on
models with only individual effects. In the panel data literature,
there are also two-way error component regression models where
we have not only individual effects but also time effects (See
Wallace and Hussain, 1969; Amemiya, 1971; Nerlove, 1971;
Baltagi, 1995; Hahn and Moon, 2006, etc). The time effects might be
important, for example, in growth theory and regional economics
(see, e.g., Ertur and Koch, 2007 and Foote, 2007). Hence, we
generalize (1) to

Yo = AWy Y + Xnt:BO + Cno + aroln + U,
Une = poMpUnt + Ve, t = 1,2, ..., T, (19)

where g is the fixed time effect. From a methodological point of
view, the asymptotics are of interest only when both n and T tend
to infinity.">When T tends to infinity, the time effects may cause
the incidental parameter problem in addition to the individual
effects. In the following sections, we consider the direct QML
approach which estimates both the individual and time effects,
and a transformation approach where both the individual and time
effects are eliminated. For the transformation approach, we may
first eliminate the individual effects in (19) by Fr r_4 similar to (5),
which yields

Yie = AoWnYye + X5 o + gl + Uy,
Uy = poMnUy, + Vot =1,2,...,T—1, (20)

14 we do not provide a rigorous analysis of this “many neighbors” case in this
paper. However, by investigating the elements of information matrix of (10) or (13),
we can infer the rates of convergence for the QMLEs of (19, po), and hence the rates
for the QMLEs of By and (702. The “many neighbors” case is of special interest in social
interaction models. One may have a deeper understanding of that model with the
approach in Lee (2007b) via a group setting.

1597 is finite, the time effects can be regarded as a finite number of additional
regression coefficients similar to the role of .
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where [(Xmln, Olzoln, .. (XT 1,0ln ] [O{loln, azoln, .. OlTol ]FT T—1
are transformed time effects We can further transform (20) to
eliminate the time effects.

3.1. Direct approach

The log likelihood function of (19) with both ¢, and (a4, . . ., ar)’
concentrated out is
nT
InLj - (0) = —*ln(Zﬂdz) + T[In (S, (M) | + In [Re(p)]
1 &
Z—Z (Ve (©), (21)

where Vi (¢) = Rn(p)[sn(k)ynt —XpBland J, =1, — %lnl;l is the
deviation from the group mean transformation over spatial units.
The first and second order derivatives of (21) are, respectively, (50)
and (51) in Appendix C.

3.2. Transformation approach

In a panel regression model with both individual and time
effects, these effects can be eliminated by taking deviations from
time and cross section means. For example, for y;, denote y; =
I Ve ye = 330 ypandy = LY S vy The
within estimator of § in the panel regression model is to regress
Yie = Y& —Yi +y.onxi — X — X + x_(see, e.g,, Wallace and
Hussain, 1969; Baltagi, 1995). The within estimator is a conditional
MLE of y;'s conditional on all y; and y ;. In terms of matrices, these
transformations correspond to Jr and J,. With W,, and M,, being
row normalized, J,W,J, = J,2W, and]nMn]n = ]nMn Using these
transformations for (19), we have J,,Y, Yoe = = AJaWiJnYoe + JnX mﬂo +
]nU,.,t with ]nUm = pq]nMn],,Um + jan The elements of J,, Yy, etc.,
are in the deviation form from both individual and time means.
This transformed equation is in the form of a SAR model without
individual or time effects. The parameters can then be estimated
from this equation.

Without creating linear dependence on the resulting distur-
bances, the transformations can be based on the orthonormal
eigenvector matrices of J;y and J,,. Let (F;, n—1, fl ) be the orthonor-

mal eigenvector matrix of J,, where F, ,_1 is then x (n — 1) sub-
matrix corresponding to the eigenvalues of one. Similar to Lee and
Yu (forthcoming), we can further transform the n-dimensional vec-
tor Y in (20) to an (n — 1)-dimensional vector Y,;* such that

Yyt = F,; 1—1Yn:. For this transformation approach and a likelihood

estimation, we need W, and M,, to be row normalized.'®

Assumption 1. W, and M, are row normalized nonstochastic
spatial weights matrices with zero diagonals.

With W, and M,, being row normalized, (20) can be transformed
into

Y:* = )\0( n,n— 1WnFn,n—1)Y** +X**I30 + Um s

U:* - :00( n,n— ]M an 1)U** V:t*, (22)
fort = 1,...,T — 1 where X3y = F,, Xy and V¥ =
F .Y After the transformations, the effective sample size is

now (n — I)(T — 1). Because (V,;",....V;7 ) = (-1 ®

16 When W, and M, are not row normalized, we can still eliminate the
transformed time effects; however, we will not have the presentation of (22). In
that case, a likelihood formulation would not be feasible, and alternative estimation
methods, such as the generalized method of moment, would be possible. Such an
estimation approach is beyond the scope of this paper.

nn 1)(V:],7 T 1) (FT,‘T 1®an 1)( m,...,V,;T)/,WE
have
B o Vet Vs Vi)

=0y (FTT 1 ®F i ) (Frr—1 ® Fun-1)

= 0¢(r—1 ® I_1).

Hence, the elements v;;*’s of V* are uncorrelated for all i and t.
The log likelihood function for (22) is

(n—DT -1
2

InL,r(8) = — In2ro?)

+(T — D In Iy — AF,

n,n— 1WnFn,n—l|
+(T-1) In |In_] — pFn,n_anFn,n—l|

1 T—
-5 Z Vi (Vg (0), (23)
t=

where V¥ (¢) = Ry (p)[(In—1 — AF,

n,n—1

WiFpn )Y — X% B] with

Ry (p) = 1 — ,an’n_lM Fy.n—1. From Lemma A.2 in Appendix A,
the determinant and inverse of (I,_; — )LFH n—1WnFnn—1) are
1
It = AFy o WaFp | = j lln — AWal ,
(In—l _)‘Fr/l,n 1W an 1)7 nn 1(1 )‘-Wn)ian,n—ls

and similarly for (I,_; — pFn,"_anFnyn,l). For any n-dimensional
column vectors p,; and gy,

T—1
Zp’;?/qﬁi‘ (Dhgs -+ Prp) Frr—1 ® Fyn—1)
=1
X (Fr,r—l ® Fr/l,n—r)(Q;m oo Gur)
= (p;117 ceey p;T)(]T ®]n)(q;ﬂa ey q/nT)/

T
= Zﬁ;f]nanr-
t=1

This implies that (23) is equal to

InLyr(0) = —W In27o?)
— (T = )[In(1 = &) +In(1 = p)]

+ (T = D[In S, (V)] + In [Ra(p)]]

= Z (OInVine (€, (24)

and its first and second order derivatives are in (54) and (55) of
Appendix C.

We note that this likelihood function is, in general, not nece-
ssarily a conditional likelihood for the spatial model, because the
sample average over spatial units at each t might not be a su-
fficient statistic for the time dummy. The cross section average
%l;WnYm might not equal ¢ - y, for some scalar c, unless the
column sums of W, are all equal to 1. In practice, W, is usually row-
normalized but not column-normalized. Conversely, the likelihood
in (24) is a partial likelihood function.!” It may also be regarded
as a modification of the concentrated likelihood in (21) as

L,r(0) = Lg,T(Q)AnT(Q) where A,;r(0) = (2no
(1 — eI YSa(M)| - [Ru(p)]}~ . The factor A,r(6) modifies the

7 The density function of (Y1, ..., Yur) of (19) can be decomposed as f (Y1, . . .,
Yorl0, cn, a1, ..., ar) = f(Ynl ----- Ynle,:kl*,...,Y:yg- 1 0,¢Ch, 1,y ..., or) X
FoE, . Yy7_410), where f(Y;T, ..., Y% _|9) is the density of (22).
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concentrated likelihood of the direct approach so that the modified
likelihood can improve upon the concentrated likelihood function.
Various ways to construct a modified likelihood function from
the concentrated likelihood of a direct approach are in Cox and
Reid (1987), Lancaster (2000), and Arellano and Hahn (2005).
The Cox and Reid (1987) and Lancaster (2000) approach involves
orthogonal parameterization, which is model specific. The ones
in Arellano and Hahn (2005) involve approximations and are
related to bias corrected estimation. For our model, the likelihood
modification does not seem to relate to theirs, as our intention is
not to make a bias correction on the direct estimate. Our approach
is motivated by the estimation of the within equation, which relies
on the linearity feature of the specified model.'8

3.3. Comparison of the two approaches

For the direct approach, from (21), we have

T -1
B O p) = [Z (p)]an(p))?m:|

e T

[Z R;(pyan(p)sn(x)?m], (25)
SO p) = —Z[sn(xmf Xut By (O p)1

X R;(ﬂ)]an(p)[Sn (WVoe — Xue Bl (1, )1, (26)
and hence, the concentrated log likelihood function of (A, p) is
InLd (h, p) = ——(111(271) +1) — —ln G2, p)

+T[In[S,(A)[ + In IRn(,O)I]- (27)

For the transformation approach, from (24), the corresponding
estimates are

T —1
Bur (., p) = [Zk,;tR;w)Jan(p)Xm}

t=1

T
x |:Z)~(1;tR;1(p)]an(p)Sn(}\)?nt] s (28)

1 ! -
D 188G Yae = XueBur (1. 0)T

(n—1(T -1 &
X R;(P)]an(P)[Sn(A)Ym - XﬂtﬂﬂT()"v ,0)], (29)
and the concentrated log likelihood function of (A, p) is

(n—=DT -1
2

6',12T()\’ 0)

lnLn,T()"v p) - -

- DT -1
ESEUTRET

— (T —D[n(1—2)+In(1—p)]+ (T —1)
x [In[Sy(A)| + In|Ry(p) 1. (30)

Note that B, (%, p) = B (%, p), but

(n=DT -1,
g (&, p).

Hence, (27) can be rewritten as

(In(27) + 1)

’*Zd(}\' )

18 The approaches in Cox and Reid (1987) and Arellano and Hahn (2005) may be
applied to nonlinear models.

InLjy (%, p) = —g(ln(zn) +1In =-HaT-1 n 1)

nT
T, 6 .
— 5 ING3Gh p) + Tl IS, + In [Ro(o)11 (31)

By comparing (30) and (31), we can see that In Lg (A, p) and
In Ln,T()L, p) do not yield the same estimates of ‘Ao and Po.
By 1gnor1ng irrelevant constant terms, the dlfference between
m InLyr(A, p) and - InLd (%, p) is Hs 1)[ln 1S:(V)] +
In|R,(p)|] — n_l[ln(l — A) + In(1 — p)]. The direct and trans-
formation approaches will yield asymptotically similar sample av-
erage objective functions when n is large, because their difference
will vanish when n tends to infinity. Hence, under large n case, the
estimate 2,?7 of the direct approach and fnT of the transformation
approach are both consistent. However, they are not numerically
identical.

3.4. Consistency and asymptotic distributions of estimates

Denote'®
1 Lo
Hur(p) = m ;(Xnts GnXnt Bo) R, (0)
X JuRa(0) Kue, GuXac o). (32)
2
07 (0) = —2trl(Ru(P)R; I Ra (0)R; )],
2
020 p) = —2 TR () (S, 'Ry ) n(Ra(0)S1 (1S, 'Ry D1

The following assumptions provide conditions for parameter
identification. These assumptions modify the assumptions in
Section 2 in that J,, will be involved.

Assumption 4. The elements of X, are nonstochastic and boun-
ded, uniformly in n and t. Under the setting in Assumption 6, the
limit of - >"1_, X! R.JaRxX, exists and is nonsingular.2®

Assumption 7. Either (a) the limit of #,;(p) is nonsingular
for each p in P and the limit of (5 In|ogR; ViR, "]

—-In|o? (p)R 1(p)'JaR; 1 (p)]) is not zero for p # po; or (b) the
11m1t0f( = In |ogR, VS VS, 'Ry — 5 Info2 (A, )R, () S
(M), 1()\)R '(p)|) is not zero for (A, p) # (Ao, po)-

Assumption 8'. The limit of 1)2 [tr(CSCHtr (DD — tr? (C3D3) |

is strictly positive, where Cn = JuGn — %}n and D, = J,H, —

fr]anJn

Theorem 3. (1) For the QMLE égT based on (21), under Assump-
tions 1-3, 4, 5, 6 and 7', 64,
(O1xk+2) %U(i)'-

(2) For the QMLE 6,7 based on (24), under Assumptions 1/, 2, 3, 4,
5,6 and 7', Oy — 6o > 0.

—QT—p>Owhere9T = 6y —

Proof. The arguments will be similar to those in the proof of
Theorem 1. W

19 Har (p), 52(p) and 21, p) for Section 3 are different from those in Section 2
although they share the same notations. The difference is that we have degrees of
freedom adjustment and J, matrix present in those in Section 3.

20 This assumption rules out regressors which are either time or cross section
invariant.
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For the direct approach, the consistency of the QMLE of ¢, =
(Bg» X0, po)’ Tequires only n to be large. If T were finite, the
time dummies would introduce an additional finite number of
regression coefficients, which can be consistently estimated as n
tends to infinity. However, the consistency of the estimate of the
variance parameter requires both n and T to be large. For the

transformation approach, all the estimates in é,ﬁ will be consistent
even when T is small.
Similar to the previous sections, the asymptotic properties of

0
G,fT can be obtained by the Taylor expansion of ﬁ

dInLy 7(0)

around Oy,

and that of OnT from around 6y. For the dlrect approach,
however, the score evaluated at 6; will not be centered at zero
when T is large, due to the incidental parameter problem induced
by time effects. Denote by, oy = (4 1)~ as; o where £ 1 isin

(53) and?!

/! /! 1 '
dor.n = <01xk» I R Gn 1ln» IanIn, 72> .
207

Theorem 4. (1) For the direct approach, under Assumptions 1-3, 4/,

5 6and7’ ga) or Assumptions 1-3,4/,5,6 and 7’ (b) and 8’
(i) when 3 — ¢, whereO << oo

«/ﬁ(enr —0r) + %

X (Zf o+ 28 D& DT
(ii) when & — 0, n(9%. — 6r) + by, ar — 0; but
A~ d .
(iii) when § — oo, V/nT (8% — 6r) > N(0, lim 55(Z¢ )"

(29 ar+ Qf)r nT)(EeT ar) 1), where 29 L and 99 L are
n(53) and (58).
(2) For the transformation approach, under 1 2,3,4,5,6 and 7' (a);
or12,3,4,56and7 (b)and &,

(11— 1)(T — 1)(Bur — 60) > N(0, lim Zgo

X (Zgg.nr + Lag.nr) Zg, - (33)
where X, nr and $2¢, yr are in (57) and (59).
Proof. See AppendixC.3. H

- 2 N, lim(Z§ )"

~|s NS

Hence, ég, is /nT consistent when n and T go to infinity, but
it has a leading bias which is the sum of — (01 +2), %002)/ and

—%bgmr. The confidence interval for égr will not properly center
around 6, when % — ¢ for finite ¢ > 0. When % — 0,

ie, T is large relative to n, the bias component with by, nr is

the dominating one, and é,fT has the low n rate of convergence
and its limiting distribution is degenerate. On the other hand,
when § — oo, ie, T is small relative to n, the estimate of
Zo = (By, o, po) is asymptotically centered; while only the
estimate of 002 has the low T rate of convergence, and its limiting
distribution is degenerate.??When T is finite, there is no additional
incidental parameter problem caused by a finite number of time
dummies. The additional incidental parameter problem occurs
only when T goes to infinity at the same rate as n or faster than

n.2 For the transformation approach, the QMLE énr is consistent

21 When Wn and M, are row normalized, ag, , will be reduced to (0;yg,,
!

-k )»u > T=pg ﬁo 2{12 ).

22 tjs T(62 — 02) + o 2 0 where & 6 is the last entry ofé‘nT

23 Itis of interest to see that, for the panel model without time dynamics, the finite

or relatively short T (relative to n) do not cause noncentrality in the distribution for

estimates of most of the common parameters except the variance parameter of the

disturbances. This feature differs from those of the dynamic panel data models in

Hahn and Kuersteiner (2002 ) and Hahn and Moon (2006), and spatial dynamic panel

models in Yu et al. (2008).

and asymptotically normal, and it is properly centered. When
both n and T are large, estimates of the parameters based on the
two approaches will be consistent and have the same asymptotic
variance matrix.

In general, analytical bias reduction procedures are possible.
Arellano and Hahn (2005) review various bias-correction methods
for nonlinear panel data models with fixed individual effects. To
correct for the bias due to the presence of incidental parameter
problem, they analytically compare the bias correction of (i) esti-
mators; (ii) moment equation (the score); and (iii) concentrated
likelihood. A restricted case that relies on parameters orthogonal-
ity (Cox and Reid, 1987; Lancaster, 2000) is also discussed. For our
SAR panel data model with fixed effects, we develop a bias correc-
tion procedure corresponding to (i).>4

The overall bias can be corrected in two steps — an additive
correction followed by a scalar adjustment in the 62 component.
The first step is to correct for the bias of %bgmr and the second step

is to correct the bias of (01 (k+2), %002)’. Denote
énT Nd1
9 = 9 - and GnT =Ar -0, (34)

N PR Ik+2 O(k+2)x1
where Byr = [—(Zg 1) 'aé,n”g:@)r“iT andAr = T .

01 (k+2) -1
As is shown in Appendix C.4, Byr + by, o1 = O, (max (ﬁ %))
2 , the bias

corrected é,f? is asymptotically normal and centered around 6o.

With rescaling?of the estimator of 0% in 9,‘# by 7

Theorem 5. Under Assumptions 1-3, 4, 5, 6 and 7' (a); or
Assumptions 1-3,4/,5,6 and 7' (b) and 8, when n% — 0,

Hd d : T d -
VT (0% — 6p) — N(O, lim ———(Z4r) !
X (E(gr,nT + 'QgT,HT)(EgT,HT)71>' (35)

Proof. See AppendixC4. W

4. Monte Carlo

We conduct a small Monte Carlo experiment to evaluate the
performance of estimates under different settings. We first look
into the model (1) with individual effects but no time effects, and
compare the performance of the transformation approach with the
direct approach. Then, we investigate the model (19) with both
individual and time effects.

We first generate samples from (1):

Yo = AWy Y +Xnt130 + Cno + Upe,
Une = poMpUpt + Ve, t = 1,2, ..., T,

using ¢ = (1.0,0.2,0.5, 1)’ and 62 (1,0.5,0.2, 1)’ where
6y = (ﬁé,ko,po,ag)’. Xnt, €ho and V,,, are generated from
independent standard normal distributions, and both the spatial

24 Other bias correction methods for SAR panel data via (ii) and (iii) might be
possible and would be of interest in future research.
1 "2

25 An alternative is to correct that entry in an additive fashion as 65 + 1675

However, for a finite T, such bias correction would not yield a consistent estimate

for 002; and for T being large, the distribution will not be properly centered unless
n

T73—>0.
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Table 1
Transformation and direct approaches: model with individual effects only.
T n 6o B X p o} o}
(1) 5 49 05 Bias —0.0027 0.0096 —0.0279 —0.0216 —-0.2173
E-SD 0.0766 0.1377 0.1459 0.1067 0.0854
RMSE 0.0766 0.1380 0.1485 0.1089 0.2334
T-SD 0.0743 0.1355 0.1371 0.1043 0.0746
(2) 5 49 93 Bias —0.0039 —0.0173 0.0021 —0.0027 —0.2182
E-SD 0.0736 0.1150 0.1590 0.1044 0.0835
RMSE 0.0737 0.1163 0.1590 0.1068 0.2336
T-SD 0.0718 0.1134 0.1574 0.1024 0.0733
3) 10 49 05 Bias —0.0005 0.0040 —0.0110 —0.0116 —0.1104
E-SD 0.0492 0.0948 0.0939 0.0704 0.0633
RMSE 0.0492 0.0949 0.0945 0.0713 0.1273
T-SD 0.0496 0.0925 0.0921 0.0701 0.0599
(4) 10 49 9(‘)’ Bias —0.0011 —0.0066 0.0007 —0.0120 —0.1108
E-SD 0.0466 0.0759 0.1053 0.0691 0.0622
RMSE 0.0466 0.0762 0.1053 0.0702 0.1271
T-SD 0.0475 0.0755 0.1069 0.0687 0.0586
(5) 50 9 05 Bias 0.0003 0.0072 —0.0126 —0.0082 —0.0280
E-SD 0.0501 0.0844 0.0810 0.0713 0.0699
RMSE 0.0501 0.0847 0.0820 0.0718 0.0753
T-SD 0.0499 0.0842 0.0787 0.0704 0.0682
(6) 50 9 65 Bias —0.0010 —0.0065 0.0018 —0.0093 —0.0291
E-SD 0.0481 0.0664 0.0961 0.0708 0.0694
RMSE 0.0482 0.0668 0.0962 0.0714 0.0752
T-SD 0.0475 0.0645 0.0967 0.0689 0.0669
(7) 50 16 05 Bias —0.0010 0.0021 —0.0050 —0.0079 —0.0278
E-SD 0.0380 0.0692 0.0660 0.0536 0.0525
RMSE 0.0380 0.0692 0.0662 0.0542 0.0594
T-SD 0.0374 0.0663 0.0641 0.0528 0.0512
(8) 50 16 05 Bias —0.0015 —0.0037 0.0016 —0.0082 —0.0280
E-SD 0.0367 0.0549 0.0792 0.0526 0.0516
RMSE 0.0367 0.0550 0.0793 0.0532 0.0587
T-SD 0.0356 0.0524 0.0762 0.0516 0.0501
9) 50 49 05 Bias —0.0009 —0.0011 —0.0004 —0.0025 —0.0224
E-SD 0.0220 0.0405 0.0401 0.0305 0.0298
RMSE 0.0220 0.0405 0.0401 0.0306 0.0373
T-SD 0.0214 0.0404 0.0396 0.0303 0.0294
(10) 50 49 9(‘)’ Bias —0.0007 —0.0031 0.0026 —0.0019 —0.0219
E-SD 0.0212 0.0321 0.0465 0.0297 0.0291
RMSE 0.0212 0.0323 0.0466 0.0298 0.0365
T-SD 0.0203 0.0324 0.0464 0.0296 0.0287

Note: 1.6¢ = (1,0.2,0.5, 1) and 62 = (1, 0.5,0.2, 1).

2. The column of o7 is from the transformation approach; and the column of o2 is from the direct approach.
3. The transformation approach and the direct approach yield the same estimate of £, = (8}, A, o)’

weights matrices W, and M, are the same rook matrices.?® We
use some combinations of T = 5, 10, 50, and n = 9, 16, 49.
For each set of generated sample observations, we calculate the
ML estimator and evaluate the bias. We do this 1000 times. With
two different values of 6y for various combinations of n and T,
finite sample properties of estimators are summarized in Table 1.
For each case, we report the empirical bias (Bias), the empirical
standard deviation (E-SD), the empirical root mean square error
(RMSE) and the theoretical standard deviation (T-SD).%”

We see that both approaches provide the same estimate of
So = (BY, Xo, po)’, and they have small biases when either n or T
are large. From the last two columns in Table 1, the transformation
approach yields a consistent estimator of 002 when either nor T is
large; however, the estimator of ag by the direct approach has a

26 We use the rook matrix based on an r board (so that n = r?). The rook matrix
represents a square tessellation with a connectivity of four for the inner fields on
the chessboard, and two and three for the corner and border fields, respectively.
Most empirically observed regional structures in spatial econometrics are made up
of regions with connectivity close to the range of the rook tessellation.

27 The T-SD is obtained from diagonal elements of the negative inverse of the
estimated Hessian matrix.

small bias only when T is large. For E-SDs, RMSEs and T-SDs for the
estimators of gy = (B}, Ao, Po)’, they are small when either n or
T are large. Also, T-SDs are similar to E-SDs, which means that the
negative inverse of the Hessian matrix provides proper estimates
for the variances of estimators.

We then generate samples from (19):

Yne = AoWy Y + Xie Bo + Cno + ately + U,
Une = poMpUpt + Ve, t = 1,2, ..., T,

using the same n, T, 6], 0(’)’, W, and M,. The Xy, Cno, €79 =
(a1, ay, ..., ar)and V,, are generated from independent standard
normal distributions. The finite sample properties of the estimators
are summarized in Tables 2-4. Table 2 is for the direct approach,
and Table 3 is for those estimators after bias correction; Table 4 is
for the transformation approach.

We see that the biases of estimates of ¢, and 002, based on the
transformation approach, are small when either n or T are large. For
the direct approach, the bias of the estimate of ¢, is small when n is
large, and the bias is large when n is small and T might be large; the
bias for the estimate of ag issmall only whenbothnand T are large.
After the bias correction for the direct approach, by comparing
Tables 2 and 3, we see that the bias correction reduces the biases of
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Table 2
Direct approach: model with both time and individual effects.
T n o B A 0 o?
(1) 5 49 0§ Bias 0.0021 0.0271 —0.0904 —0.2207
E-SD 0.0749 0.1213 0.1342 0.0843
RMSE 0.0749 0.1243 0.1618 0.2362
T-SD 0.0662 0.1254 0.1338 0.1026
(2) 5 49 9}]’ Bias —0.0017 —0.0382 0.0183 —0.2267
E-SD 0.0733 0.1063 0.1443 0.0831
RMSE 0.0733 0.1129 0.1455 0.2415
T-SD 0.0642 0.1090 0.1478 0.1013
3) 10 49 0§ Bias 0.0038 0.0241 —0.0779 —0.1151
E-SD 0.0488 0.0856 0.0910 0.0623
RMSE 0.0489 0.0889 0.1198 0.1308
T-SD 0.0468 0.0900 0.0952 0.0688
(4) 10 49 93 Bias 0.0001 —0.0305 —0.0178 —0.1216
E-SD 0.0471 0.0733 0.0980 0.0622
RMSE 0.0471 0.0794 0.0996 0.1366
T-SD 0.0450 0.0771 0.1060 0.0679
(5) 50 9 05 Bias —0.0014 —0.0179 —0.3438 —0.1260
E-SD 0.0519 0.0541 0.0566 0.0649
RMSE 0.0520 0.0570 0.3484 0.1417
T-SD 0.0488 0.0983 0.1140 0.0605
(6) 50 9 9[’,’ Bias —0.0091 —0.1959 —0.1330 —0.1258
E-SD 0.0526 0.0528 0.0571 0.0651
RMSE 0.0534 0.2029 0.1447 0.1416
T-SD 0.0479 0.0965 0.1192 0.0619
(7) 50 16 0§ Bias 0.0038 0.0262 —0.1964 —0.0608
E-SD 0.0377 0.0496 0.0551 0.0498
RMSE 0.0379 0.0561 0.2040 0.0786
T-SD 0.0365 0.0713 0.0803 0.0493
(8) 50 16 9}]’ Bias —0.0021 —0.0948 —0.0539 —0.0692
E-SD 0.0375 0.0461 0.0578 0.0500
RMSE 0.0376 0.1054 0.0791 0.0854
T-SD 0.0354 0.0660 0.0862 0.0494
9) 50 49 0§ Bias 0.0030 0.0195 —0.0671 —0.0272
E-SD 0.0217 0.0365 0.0385 0.0291
RMSE 0.0219 0.0413 0.0774 0.0398
T-SD 0.0210 0.0409 0.0428 0.0297
(10) 50 49 93 Bias —0.0002 —0.0286 —0.0132 —0.0335
E-SD 0.0213 0.0314 0.0428 0.0288
RMSE 0.0213 0.0425 0.0448 0.0442
T-SD 0.0201 0.0347 0.0479 0.0293

Note: 6¢ = (1,0.2,0.5, 1) and 62 = (1,0.5,0.2, 1).

the direct approach estimates, without significant increase in the
variance (S-TD).28 This is consistent with the theoretical prediction.

We also run the simulation when Vj,; is generated from the
exponential distribution with unit variance (demeaned by the
population mean). The disturbances are skewed. To save space, the
Monte Carlo simulation is reported only for the T = 10 and n = 49
case. By comparing with the corresponding estimates in Tables 1-4
under the normal disturbances, we see that the biases and SDs are
similar except that the SDs of the estimates for o in Table 5 are
relatively larger.

5. Conclusion

In this paper, we consider the estimation of SAR panel models
with fixed effects and SAR disturbances.

We first consider the model with individual effects only where
the time periods T can be finite (or infinite), while the number
of spatial units n is large. If T is finite, the direct ML approach
by estimating all the parameters including the fixed effects will
yield consistent estimators for the common parameters except
the variance parameter. These features are similar to the direct
ML estimation of the linear panel regression model with fixed

28 For the T-SD of the bias corrected estimates, its values are also similar to those
of the estimates before bias correction.

individual effects. As an alternative estimation approach, we
suggest the use of a transformation approach, which eliminates
the individual fixed effects and can provide consistent estimates
for all the common parameters, including the variance. In the
transformation approach, the individual effects are eliminated
by taking deviation from time average for each spatial unit. A
likelihood function, which takes into account the generalized
inverse of the resulting disturbances, can be constructed from the
transformed data. The transformation approach is shown to be a
conditional likelihood approach if the disturbances were normally
distributed.

We consider, next, the model with both individual and time
effects. We show that the direct approach will yield consistent
estimates when both nand T are large. However, the distribution of
the estimates is not properly centered. Bias correction procedures
are useful to remove the noncentrality. For the practical case
where the spatial weights matrices are row-normalized, likelihood
type estimation based on transformed data is also available where
both the individual and time effects can be eliminated. The
common parameter estimates from the transformed approach
are consistent when either n or T is large, and the asymptotic
distributions are properly centered. Monte Carlo results are
provided to illustrate finite sample properties of the various
estimators.

While Baltagi et al. (2003, 2007) and Kapoor et al. (2007)
consider spatial models with random effects, the SAR models in
this paper have fixed effects. The proposed estimation methods
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Table 3
Bias corrected direct approach: model with both time and individual effects.
T n 6o ﬂ A P o?
(1) 5 49 0§ Bias —0.0015 0.0131 —0.0371 —0.0202
E-SD 0.0761 0.1368 0.1487 0.1073
RMSE 0.0761 0.1375 0.1533 0.1092
T-SD 0.0747 0.1373 0.1356 0.0938
(2) 5 49 03 Bias —0.0033 —0.0192 —0.0013 —0.0236
E-SD 0.0735 0.1197 0.1623 0.1051
RMSE 0.0736 0.1213 0.1623 0.1078
T-SD 0.0722 0.1189 0.1572 0.0925
3) 10 49 0§ Bias 0.0005 0.0082 —0.0216 —0.0106
E-SD 0.0498 0.0971 0.1012 0.0705
RMSE 0.0498 0.0975 0.1035 0.0713
T-SD 0.0500 0.0941 0.0929 0.0666
(4) 10 49 0(1)’ Bias —0.0008 —0.0094 —0.0022 —0.0132
E-SD 0.0470 0.0822 0.1107 0.0699
RMSE 0.0471 0.0827 0.1107 0.0712
T-SD 0.0477 0.0802 0.1095 0.0655
(5) 50 9 0§ Bias —0.0007 —0.0083 —0.1737 —0.0274
E-SD 0.0538 0.0801 0.0861 0.0714
RMSE 0.0538 0.0805 0.1939 0.0765
T-SD 0.0523 0.0998 0.1052 0.0668
(6) 50 9 93 Bias —0.0018 —0.1080 —0.0545 —0.0301
E-SD 0.0523 0.0763 0.0881 0.0719
RMSE 0.0523 0.1322 0.1036 0.0780
T-SD 0.0503 0.0969 0.1234 0.0675
(7) 50 16 0§ Bias 0.0006 0.0096 —0.0645 —0.0052
E-SD 0.0387 0.0673 0.0732 0.0532
RMSE 0.0387 0.0680 0.0976 0.0534
T-SD 0.0384 0.0722 0.0727 0.0520
(8) 50 16 03 Bias —0.0003 —0.0349 —0.0106 —0.0112
E-SD 0.0373 0.0624 0.0800 0.0534
RMSE 0.0373 0.0715 0.0807 0.0545
T-SD 0.0364 0.0655 0.0876 0.0514
9) 50 49 0§ Bias —0.0003 0.0017 —0.0079 —0.0010
E-SD 0.0222 0.0414 0.0425 0.0304
RMSE 0.0222 0.0414 0.0433 0.0304
T-SD 0.0216 0.0413 0.0405 0.0300
(10) 50 49 0(1)’ Bias —0.0005 —0.0061 0.0015 —0.0022
E-SD 0.0213 0.0353 0.0485 0.0298
RMSE 0.0213 0.0358 0.0486 0.0298
T-SD 0.0204 0.0347 0.0484 0.0294

Note: 1.6¢ = (1,0.2,0.5, 1) and 6% = (1,0.5,0.2, 1).
2. The T-SD uses the bias corrected estimates.

are robust to different specifications in Baltagi et al. (2003) and
Kapoor et al. (2007), and are computationally simpler than the
ML approach for the estimation of the generalized random effects
model in Baltagi et al. (2007). However, when the individual effects
are random in the true DGP, proper methods which take into
account the random effects’ variance structure can improve the
efficiency of the estimates. Hausman'’s type specification test of
fixed effects versus random effects may be constructed. These will
be investigated in future research.

Appendix A. Notations and some lemmas

The following list summarizes some frequently used notations
in either the text or the Appendices A-C:

Sp(A) = I, — AW, for any possible A and S,, = I, — AoW,,.

R,(p) = I, — pM,, for any possible p and R,, = I, — poM,,.

Gy = W, S and Hy, = MR, .

Y=Yy, —Yygfort =1,2,..., T where Y, = 1 Z[T=1 Yoe.

Wn = RanRrTlv E"n = Wn(’n - }\0‘/.":/n)_1 = RnGnRrTl‘ knt =
Rn Xt

0= (ﬁ/7 )"v P, 02)/ and ; = (,3/7 A, ,0)/

A = A) + A, for any n x n matrix A,.

In Section 2, #ur (0) = =gy Simt Kt GuXue Bo) R}, (0)Ra(p)

(;(nt s Gn;(nt,BO)~

In Section 3, Hur(p) = Gmpa=T; otmt Knt» GaXne Bo) Ry ()
JaRn(0) Xne, GuXne Bo)-
Lemma A.1. Suppose that {B,} is a sequence of symmetric UB

matrix with elements by, j;, and D, is a sequence of constant vectors

with its elements dy,; uniformly bounded. The moment E(|uv;|**%)
for some § > 0 of v exists. Let créﬂ be the variance of

Qur where Qur = Yi_, (DpeVie + Vy By Ve — 0ZtrBy) such that
08,y = 08 3tmt Do Dne + TL(1ta — 307) 3oL, by + 20 r (B +
203 Y1 S0 dyg b Assume that the variance oénT is O(nT)
with {%oéﬂ} bounded away from zero. If either n or T are large,

then 2 5 N(0, 1),
Qr

Proof. When T is fixed and n is large, this is Lemma A.13 in Lee
(2004), which is essentially the CLT in Kelejian and Prucha (2001).
When T is large and n is either fixed or large, it is a special case
(there is no moving averages of past disturbances in Q,r) of the
CLTin Yuetal.(2008). =

Let (Fy.n_1, In/+/n) be the orthonormal matrix of J, = I, — %lnl;

where F, ,_; corresponds to the eigenvalues of ones and I,//n
corresponds to the eigenvalue zero. Thus,

_]nFn,n—l = Fn,n—ls F,f,,n71 ]nln =0,
F 1, =0,

1
n,n—1 Fn,n—lF,;.n_1 + Elnl;—‘ = In, Fn,n—lFAn_1 :]n-

Fn,n—] =Ih_1,
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Table 4
Transformation approach: model with both time and individual effects.
T n o B A 0 o?
(1) 5 49 0§ Bias —0.0020 0.0121 —0.0300 —0.0223
E-SD 0.0764 0.1403 0.1529 0.1078
RMSE 0.0764 0.1408 0.1558 0.1100
T-SD 0.0751 0.1406 0.1481 0.1045
(2) 5 49 9}]’ Bias —0.0042 —0.0167 0.0017 —0.0242
E-SD 0.0737 0.1227 0.1658 0.1052
RMSE 0.0738 0.1238 0.1658 0.1079
T-SD 0.0723 0.1223 0.1654 0.1031
3) 10 49 0§ Bias —0.0001 0.0056 —0.0137 —0.0124
E-SD 0.0500 0.0986 0.1031 0.0706
RMSE 0.0500 0.0988 0.1040 0.0717
T-SD 0.0502 0.0955 0.0994 0.0702
(4) 10 49 93 Bias —0.0013 —0.0064 —0.0005 —0.0133
E-SD 0.0471 0.0836 0.1126 0.0700
RMSE 0.0471 0.0839 0.1126 0.0712
T-SD 0.0478 0.0816 0.1122 0.0691
(5) 50 9 0§ Bias 0.0010 0.0098 —0.0102 —0.0110
E-SD 0.0546 0.1038 0.1260 0.0729
RMSE 0.0546 0.1042 0.1264 0.0738
T-SD 0.0540 0.1021 0.1276 0.0721
(6) 50 9 93 Bias —0.0017 —0.0010 0.0028 —0.0121
E-SD 0.0512 0.1094 0.1306 0.0745
RMSE 0.0512 0.1094 0.1306 0.0755
T-SD 0.0507 0.1066 0.1314 0.0731
(7) 50 16 0§ Bias —0.0011 0.0019 —0.0046 —0.0093
E-SD 0.0393 0.0755 0.0845 0.0540
RMSE 0.0393 0.0755 0.0846 0.0548
T-SD 0.0390 0.0737 0.0830 0.0532
(8) 50 16 9[’]’ Bias —0.0019 —0.0031 0.0013 —0.0095
E-SD 0.0373 0.0709 0.0915 0.0537
RMSE 0.0373 0.0710 0.0915 0.0546
T-SD 0.0365 0.0684 0.0894 0.0529
9) 50 49 0§ Bias —0.0009 —0.0011 —0.0002 —0.0026
E-SD 0.0222 0.0422 0.0434 0.0305
RMSE 0.0222 0.0423 0.0434 0.0306
T-SD 0.0216 0.0417 0.0428 0.0304
(10) 50 49 9}} Bias —0.0008 —0.0030 0.0025 —0.0021
E-SD 0.0213 0.0358 0.0494 0.0298
RMSE 0.0213 0.0360 0.0494 0.0299
T-SD 0.0204 0.0351 0.0487 0.0298

Note: ¢ = (1,0.2,0.5, 1) and 8¢ = (1,0.5,0.2, 1).
LemmaA.2. For W} = F,;’nfl Wy Fp n—1, when W, is row normalized,
|1 — AWy | = 55 [l — AWa| and (I = AW;) ™' = F, (I, —
)‘-Wn)ian,n—l-

Proof. The derivation of these results can be found in Appendix
A2 of Lee and Yu (forthcoming). ®

The following Lemma is applicable to both the models, under
relevant assumptions in the corresponding Sections 2 and 3.

Lemma A.3. Let |6 — 6] be the Euclidean norm of 6 —6,, and ®©1 be
a neighborhood of 6;. Under the assumptions in the relevant section,
the corresponding Hessian matrix of In L, 1(6) of the transformation
approach with 8, = 6y, has the following properties:

1 3%InL,1(6) 1 3%2InL,1(6y)
e — (| = 10 — 61 - 0,(D),
nT 0000 nT 0006

1 3%InLy1(61) 1
)y =0, — ),
( nT 9090’ R WV

1 9%InL,1(6) 1 _9%InL,1(0) 1
sup|l————— |~ E—— ]| =0 |—=).
sco| nT 06036’ nT 96006’ i JnT
and

1 _9%InL,1(0)
sup |——E——— — Xy = sup ||@ — 64] - O(1),
oey | T 00067 N e 1

foralli,j=1,2,...,k+4.
Similarly, for In Lﬁ,T(G) of the direct approach with 6, = 6r, the
corresponding properties above hold.

Proof. When n is large and T is fixed, the derivation is similar to
Lee (2004) for the cross sectional SAR model. When T is large and
n could be finite and large, the derivation is similar to (38)-(41) in
Yuetal. (2008). =

Lemma A.4. Suppose that {A,} and {B,} are sequences of matrices
with elements a,, ; and by, j;, and {Dy, } is a sequence of constant column
vectors with its elements dy; ;. Then,

4 (T B 1)2 ’ 4 S
0y) ————vecp(Ap)vecp(By) + o5 (T — Ditr(A,B,),

and cov[(ZtT:l \7,;tAn\~/m), ZL] D/m\~/m] = 0, where vecp(A,) is a
column vector formed by the diagonal elements of A, and B}, =
B, + B,

Proof. Denote V,r = (V,,, Vi, ..., Vip) . WithJr = Iy — 1171y, we
have Z[T:1 V,;tAan = V,;(Jr ® An)Vyr. Hence, using the formulas
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Table 5
Estimates with non-normal disturbances: both approaches under different DGPs.
T n 6o B by P o} o}

Transformation and direct approach, model with individual effects only

(1) 10 49 05 Bias —0.0006 0.0007 —0.0091 —0.0047 —0.1042
E-SD 0.0501 0.0922 0.0914 0.1401 0.1261
RMSE 0.0501 0.0922 0.0918 0.1402 0.1636
T-SD 0.0497 0.0926 0.0920 0.1001 0.1045

(2) 10 49 95’ Bias 0.0005 —0.0112 0.0056 —0.0042 —0.1038
E-SD 0.0476 0.0754 0.1045 0.1387 0.1248
RMSE 0.0476 0.0762 0.1047 0.1368 0.1623
T-SD 0.0476 0.0761 0.1071 0.0991 0.1038

Direct approach, model with both effects

3) 10 49 05 Bias 0.0048 0.0199 —0.0727 - —0.1083
E-SD 0.0492 0.0825 0.0870 - 0.1252
RMSE 0.0495 0.0849 0.1134 - 0.1656
T-SD 0.0469 0.0902 0.0950 - 0.1021

(4) 10 49 9{; Bias 0.0016 —0.0329 —0.0135 - —0.1140
E-SD 0.0478 0.0703 0.0943 - 0.1241
RMSE 0.0478 0.0776 0.0953 - 0.1685
T-SD 0.0451 0.0776 0.1063 - 0.1012

Direct approach after bias correction, model with both effects

(5) 10 49 05 Bias 0.0013 0.0034 —0.0158 - —0.0033
E-SD 0.0502 0.0934 0.0961 - 0.1404
RMSE 0.0503 0.0935 0.0974 - 0.1404
T-SD 0.0501 0.0943 0.0925 - 0.1010

(6) 10 49 95 Bias 0.0008 —0.0119 0.0024 - —0.0064
E-SD 0.0478 0.0794 0.1070 - 0.1391
RMSE 0.0478 0.0803 0.1071 - 0.1391
T-SD 0.0479 0.0806 0.1097 - 0.0996

Transformation approach, model with both effects

(7) 10 49 05 Bias 0.0005 0.0004 —0.0076 —0.0053 -
E-SD 0.0504 0.0959 0.0988 0.1400 -
RMSE 0.0504 0.0959 0.0991 0.1401 -
T-SD 0.0503 0.0957 0.0994 0.0755 -

(8) 10 49 95’ Bias 0.0003 —0.0093 0.0043 —0.0048 -
E-SD 0.0478 0.0816 0.1098 0.1389 -
RMSE 0.0478 0.0821 0.1099 0.1390 -
T-SD 0.0479 0.0821 0.1127 0.0744 -

Note: 1.6¢ = (1,0.2,0.5, 1) and 8% = (1,0.5,0.2, 1).
2. The column of 012 is from the transformation approach;
and the column of o is from the direct approach.

For the T-SD under non-normal disturbances, .Q(f)'T a7 and §2g; 57 are not zero.

for cross moments of quadratic forms,

T T
E(Y ViAaVue | | D ViiBuVie
t=1 t=1
= EV;]T UT ® An)VnTV;T (]T ® Bn)VnT

= (na — 30g)vecy(Jr ® An)vecp(r ® By)
+ 03 [tr()r ® Antr(Jr ® By) + tr(Jr ® Ag) (1 ® B})1.

Using the fact that tr(Jr ® A,) = tr(ptr(A,) = (T — Dtr(Ay)
and vecp(Jr ® An) = (1 — )l ® vecp(Ay), we have vec)(Jr ®

2
An)vecp(Jr ® By) = T vec),(Ay) vecp (By). Hence,

T T
E( Y VriAaVue | | D VrBaV
t=1 t=1

4 (T - 1)2 ’
= (4 — 30y )fUECD(An)UecD(Bn)

+ 0 [(T — D*tr(An)tr (By) + (T — Ditr(AB)].

Also, we have E(Y i,V AiVe) = o2(T — 1tr(A,) and

EC[_, V! BaVa) = 62(T — 1)tr(B,). Therefore,

T T
cov | { Y ViAaVue | o\ Y VieBaVie
t=1 t=1
(T—1)7°

T
+ 05 (T — 1)tr(A,B).

= (14 — 300) vecy,(Aq)vecp(By)

For the covariance between the quadratic form and the linear
form, cov[(3-y_; VeAnVie)s 3oy D Vel = ELC iy ViAnVie) x
Zthl D}, Vy¢]. Denote Dyr = (Dyqs ..., D) where Dy = Dy —
1 S, Dys with elements dy, ;. It follows that

T T
cov | (Y ViAVue )Y D)y Vi
t=1 t=1
~/
Ev;{r (]T ® An)vnTDnTvnT

1 T n B
(1 — T) M3 Z Zan.ii . dnt,i =0,

t=1 i=1

where 3 is the third moment of v;, and the last equality holds
because ZL] dpi=0. W
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Appendix B. The direct and transformation approaches in
Section 2

B.1. The first and second order derivatives of (4) for the direct
approach

For the concentrated log likelihood function (4), the first and
second order derivatives are given in Box I. The score of the log
likelihood function evaluated at 67 is

1 9InLd @)
JnT 960

1 1 < ..
— = Z(G Koneo) Ve + — Z V! .GV — 02trGr)
_ f VT = (38)
- — Z(v HL Ve — o2trHy)
(V! Ve — no?
2(TT \/*Z nt T

From the second order condition in (37), we have Zgr,nT given in
Box II.

B.2. The first and second order derivatives of (7) for the transforma-
tion approach

For the first and second order derivatives of (7),

d1InL,1(0)
30

1 & -

— Y Ra(p)Xet) Ve (2)
t=1

1 < .-

—5 2 Ra(OIWaTa) Ve (©) = (T = DGy (1)
t=1

1 & - -

= Z(Hnw)vm(;»’vm(;) — (T — 1)trHy(p)

7/ (7 T— 2
2— Z (vm(ovm(;) —n——o )

and see Box III. At true 6y, we have the equation in Box IV and the

2
information matrix X oy = —E (ﬁ %) =
1 Hnt * %
— | Oix+y O %
o
0 \Oixk+y 0 O
Opxk * * *
|
0.k Etr(Gf,G,.,) % %
1 . 1 43
+ 01« Etr(HﬁGn) Etr(H;Hn) |- (43)
0 ! tr(Gy) ! tr(Hy) !
P Y gt 208

where e%]nT = ﬁ ZL] (Xn[» ‘Cn)'(.nt/go)/(xnta .Cnxn[,BO)

B.3. Proof for Theorem 1 (Consistency)

Without loss of generality, we will present the analysis under
the asymptotic setting that n tends to infinity with a fixed finite
T. The extension to the case with infinity T is immediate. We
first prove the consistency of the estimates of (Ag, pp) via the

concentrated likelihood, which are the same (up to a constant
proportion) for the direct and transformation approaches. The
probability limits of the estimates of other parameters for both
approaches can then be derived.

Global identification of (ko 00):
Corresponding to ——- InL, 1 (A, p) in(13),define Q, r (%, p) =

n(T 1)
maxg ,2 En(T 5 InL, r(0). Denote
Hognr (p) = Hsnr (p) — Hy 11 (0)H 11 (0) Ha 1 (),

where #; o (p) fori = 1, 2, 3 are the corresponding components
of #,r(p) in (15). We have

1
Q13 p) = =(n@7) +1) = S o’ (. p)

1
+ 1S, ()] + In [Ra (P11, (44)
where
TE(h, p) = (ko — X2 Hog a1 (p)
1 /—1c/—1¢/ / —1p—
00 —tr (RIS, (IR, (DRa()Sa (S, 'Ry .- (45)

At the true parameters, Q, 1 (Ao, o) = —%(ln 27 + 1) —

1Inod + 1In|S,(xo)| + 1 In|Ry(po)|. We are going to prove that
limQu (A, p) < limQy (Ao, po) for any (A, p) # (Lo, po). We
have

Qur(%, p) — Qur(Ro, ,00)2—*[1“0 F(A, p) —Inog]

1
+ o IS ()l = E In S, (Ro)[ +

=Tia(A, p) — Tonr(A, p),
where

1
Tin(A, p) = _5[1“ ol (A, p)

1
Lin IRn(0)| = — In'[Rn(p0) |
n n

—Ino¢]
1 1

+ —In[Sy ()] — = In[Sy(Ro)]
n n

1 1
+ = In|Ry(p)| — = In|Ry(p00)l ,
n n

(=02 (3,57 (0)—Hy 7 (0) H] pr (0) Ha, 7 (0))
o7 (.p)
Consider the pure spatial process Y,; = AgW,Y, + Up with
Une = poMpUp: + Vi for a period t. The log likelihood function of
this transformed process is

and T ir (A, p) =In( 1+

2 n n 2
InLy, (A, p,0°) = —Eann - Elna +In|S,(A)|

+ InRa(p) = 5= Vae Qs 0)JnVy (1, p),

where Vo (A, p) = Ry(p)Sp(A)Yne. Let Qpn(A, p) = max,2 EXln
Ly (A, p, 0%) and Qp (Ao, po) be Qyn(X, p) evaluated at (Ao, po).
It follows that Qpn(A, p) — Qpn(Xo, po) = Tia(A, p). By the
information inequality, Q (A, p) — Qpn(Xo, po) =< 0. Thus,
Tia(X, p) < O for any (&, p). Also, as (kg — A)*(Hzur(p) —
Hy ot (p)]([;T (p) Ha,nr(p)) is a quadratic function of A given p and
a2(x, p) is bounded away from zero,”® Ty ;1 (A, p) > 0.

29 The Qy (%, p) — Qun(ho, po) < O forany (1, p) implies that —1 Ino2 (%, p) <
—3 Inog 4+ ISy (W)= I 1Sy (ho) 4 In [Ru(p) | — 3 In [Ru(p0) |- As F In1Sx(1)| —
11n1S,(ho)| and IIn[Ry(p)| — 1In|Ry(po)l are O(1) uniformly in (1, p),
—Ino2(, p) isbounded from above as o is bounded away from 0. Hence, o2 (A, p)
is bounded away from 0.
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11 ¢ - -

= ﬁ Z(Rnw)xm)/vm(c)

1 ? N 2
oo 7f ;((an)wnym) Vat (6) = ot1Gn (1)) 6)
N T - - ’

! 55755 2o (T € Toc©) = 021 (0)
a1
1
508 T Z Vi @V (2) = no®)

1 92 mg’r(e)

nT 9696’
1 < . .
—5 D (Ra(0)Xnt) R ()Xt * * ok
" =1
1 T ~ ~ 1 u YR v 2
: =7 2 Ra()Wa ) Ra(p) e 7 2 Ra()Waae) Ra(p)Waie +Ter (G (1) * %
_- = t=1
T 1 I ~ B 1 I o 1 I _ B 1 I o
— (Rn(P)Xnt)/Hn(ﬂ)Vnt@) + = (Mnxnt)/vnr({) - (Rn(P)WnYnt)an(P)Vnt({) + = (ManYnt),Vnt(C) 0 0
02 (72 02 0'2
t=1 t=1 t=1 t=1
1 - . 1 & o
5 2 Vit ©ORa(0)Xne 5 2 Ru()Wa¥n0) Ve () 00
t=1 t=1
Okxk  Okx1 Ok 1 Ok 1
01xk 0 0 0
1 < _ _
_l 01xk 0 |:07Z(Hn(P)Vnt({))/Hn(P)Vnt({)+Ttr(Hr21(ﬂ))i| * (37)
nT t=1
1 & S T,
Ok 0 — 2 (Hn(0)Vne (£)) Ve () ——+ =5 2 Vne @V (©))
it 20 0° =
Box 1.
i g 3% InLj 1 (6r)
oral = TaT 36006
* * *
aT nT Z
LI o TR S RUCE A AL - R
nant nént n
= inT 4= n " (39)
1 .. 1
01,k Htr(H,iGn) Etr(H;HH) *
0 ! tr(Gn) ! tr(Hy) !
1xk U-,? n aTzn n 20_;}
Box II.
_ 82 InLy,7(9)
06006’
1 & . .
=5 2 Ru(0)Xne) Ru(p) e * x ok
1 i 1< . ;
—ZZan)wnYm)Rn(p)xm [0—2 Z(Rn(P)WnYnt),Rn(P)WnYnt+(T*1)tr(cﬁ(k))i| o
_ t=1 t=1
& ; 1 - N 1 & N . 1 & o
[0—2 Z(Hn(p)vm(;‘))/Rn(p)Xm-i—J—ZZ ,;t({)MnXm:| [0—2 Z(Rn(P)WnYnt);Hn(ﬂ)Vnt({)+;Z(ManYnt)/Vnt(f):| 0 0
t=1 t=1 t=1 t=1
1 - . 1 < o -
2 2 Vit ©ORa(0)Xne =5 2 Ru(0)Wa¥n0) Ve () 00
t=1 t=1
Opxk  Okx1 Opx 1 Okx1
01 0 0 0
1xk : . ) )
o 0 {; Z(Hn(p)vm<;>)/Hn<p>vm(;)+(T—1)rr(H3(p)>] * (41)
t=1
1 & _ _ T—1 1 - -
01k 0 oy Z(Hn(ﬂ)vnt@)),vnt(f) 711(2(74 ) + e Z(Vr;[@)vnt(f))
t=1 t=1

Box III.
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Vit

1
- X/
(f«/n(T =) Z "

1
1 3lnL,r(6) T,Z«/n(r —1)
T —1) 90 N
P e s
O

Z(Cnxnt,BO) Vnr +

1
7%2%)

T
e~ -1 .
(T =5 —_ <v,;tc;1vm - aoztrG,,>
t=1

(42)

Box IV.

Under Assumption 7(a), #3.ur(0) — #5 - (0) H; 17 (0) Ho.nr (p)
is positive so that T, ,r (A, p) > 0 for A # Aq given any p. Given
Ao, po is the unique maximizer of lim Ty (A, p) under

. 1 U 1 _ _
lim (E InfogR, "R, "| =~ In |0 (0)R, (0)'R, 1<p>|> #0

for p # po.

Hence, (o, pg) are identified. When Assumption 7(a) fails,
identification requires that Ty (A, p) is strictly less than zero.
Under Assumption 7(b), we will have Ty ,(A, p) < 0 whenever

(A, p) # (X0, po). Hence, lim[Qn 1 (X0, po) — Qur (%, p)] > 0if
(X, p) # (Ao, po). This proves the global identification.

- Qn,T()“v p)
n(T] 1) lnLn T()\' IO) -
InL¢ 1(6), we prove

Uniform convergence of ﬁ InL, (A, p)
As LIl (hp) — Qlr(h,p) =
Qur(A, p) where Qﬂ (A, p) = maxg UzE

the latter for 51mp11c1ty Denote

Xxnt (P) = Rn(0) (GXne Bo — Xpy 5 1 (0) o7 (),

and
1 L .
Venr (p) = ——— Y X1, R, (0)Ra(0)Sn ()S, 'Ry Vi
(T —1) &
We have
6200 p) = (ko — 2)* Hyg a1 (0)

T
n(T—l Z RSy, (IR, (0)Ra(0)Sn(M)Sy 'Ry Vi

T
D K (PIRa(P)Sa (RS 'Ry Vi

+20 — A)————
C VT -1 &
Vit (P)H5 a7 (0) Vit (0). (46)
Hence,
~2 2 1 *2 2
0,1 (ho, po) = 05 + Op ﬁ and o,7 (ho, po) =0y. (47)
From (13) and (44), n(T‘ 5InLrG,p) — Qrh,p) =
%lno (h, p) — 3In6% (%, p). By the mean value theorem,
s ot p) — Qur(h, p) = mp)( (A, p) —

,TTZ(A, 0)) where onT(A p) lies between & T(A ,o) and o} (A 0).

We need to show that (1) 65 (X, p) — 0,7 2(%, p) ) uniformly in
X and p and (2) 6"2T (A, p) is bounded away from zero uniformly in
X and p in probability.

To prove (1): We have a + (A, p) and o, (A p) in (45) and
(46). When T is large, from Lemma 15 1n Yu et al. (2008),

LS VBV —EL S VBV = 0and L ST X! B, Vi

20 for any UB matrix B,. When n is large and T is finite, the
results still hold by using Lemma A.12 in Lee (2004).3°Hence,

[62.(A, p) — 0 2(x, p)] > 0 uniformly in A and p. To prove (2) As
5nZT(A ,o) lies between & (A, p)and o, (k p), we have o (A > <

52 O» o)’ a*z(k p)} As H3 ur(p) — ﬂz,nr(ﬂ)}f1,nr(P)}€2,nT(P)

is nonnegatlve defmlte by the Cauchy-Schwarz inequality, and
Z(A p) is uniformly bounded away from zero, 62 (A, p) and

(A p) are uniformly bounded away from zero. Hence

max{-

" 52 (A )
is uniformly bounded. Combining (Mo nT(}" p) — o (A p) )

uniformly in A and p, and (2) T (A > is Op(1) umformly in X and p,

wehave —— InL, r (X, p) —Qn1 (A, p) 20 uniformly in A and p.

n(T 1)
Uniform equicontinuity of Q, (A, p):

From (44) and (45), Q.1 (A, p) is uniformly equicontinuous in
A and p due to the facts: (1) 11n|S,(A)| and 1 In|R.(p)| are
uniformly equicontinuous in A and p; (2) (A — ko)ziﬁoynr(p) is
uniformly equicontinuous in A and p; (3) anz(k, p) is uniformly
equicontinuous in A and p.

Combining the global identification, uniform convergence and

equicontinuity, the consistency of ()ALHT, onr) and, equivalently,
(38;, plr) follows.
Estimates for other parameters:

From (8), the consistency of BL.(Gl., pe) can be easily
obtained, where (,BHT, nT,,onT) is numerically the same as
(,BnT, AnT, Ont) from Sect10n2 3.From (9) and (12), we can see that

620G, i)~ B 0and 6% (A4, pér) —oZ > 0.Hence, the

results follow. ®
B.4. Proof for Theorem 2 (Asymptotic Distribution)

For the direct approach, according to the Taylor expansion,

-1
. 1 9% InLd (05
VnT (0% —6r) = —
(e = 01) ( nT 3606’
(2 dInLs . (Or)
/nT a0
where 6%, lies between 67 and 6. As we have
1 0%InLl (04
nT 06000’

30 LS VBV = LV AgVar where Vir = (V) ,ﬂ)’ and Ayr =
Jr ® By. As Apr is UB due to the special pattern of Jr and B, being UB, ”T nTAnTvnT

is just a quadratic form of V,; with a UB matrix A,r.

.....
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_ 1 8*InLd T(enT 1 92l )
U nm o a00e T 3090
1 0*InLl . (Or) ]
(_nTagag/ = Xgpar | T Xopar

where the first term is ||égr — 0r|l - 0,(1) and the second term is

214 (5d 7
F = |8 = 6r] - 0u(1) +

10) (%) (see Lemma A.3), — = — 5

Op<f>+261nT

Under Assumptions 7 and 8, Egr 7 in (39) is nonsingular. We
can prove the nonsingularity of the limiting information matrix
by using an argument by contradiction (similar to Lee, 2004). We
need to prove that lim Egrﬂc = 0 implies ¢ = 0 where ¢ =

(], ¢, 3, €4)', Ca, €3, €4 are scalars and c; is k x 1 vector. With

- N2
Cy and D, defined in Assumption 8, 1tr(GiG,) — 2 (%) =
LEr(C3C), Ler (H3H,) — 2 ()? = Ler(D3DS) and Ler (H3Go) —
2 U = Lgr(CSDS). Also, denote Henr = %ZL] X! Xuts
Heanr = ﬁZt:]XmGnXmﬁo- Hopnr = Hp yp and H oy =
= ZtT:](Gantﬁo)/GnXmﬁo. By the method of substitution and
elimination, lim X ¢ = 0 will imply

) 11 _
{llm <?Efr(Df~,Df~,) (J{A,nT — Hypnr (Hp 1) 1ﬂﬁx,nr) + ‘Dn)}
T

xXc=0

where @, = L [tr(CiC))tr(DiD}) — tr*(C3D3)] and 3, oy —

Jt’w,,ﬁ(}t’ﬂ,nr)”}fm,nr are nonnegative by the Cauchy-Schwarz

inequality. Hence, the nonsingularity of lim Egr,nT follows from
Assumption 7.

alnLd _(or)

For ﬁigg

zero mean because EV,;tVn[ = %no& = no;. For its variance, as

, it is a linear and quadratic form of \7,” with

X is uncorrelated with V,,, using Lemma A.4, we have

o BlnLdT(QT) 1 alnLd (6r)
JnT 90 /nT 90
T

d d
= T —1 (EQT.HT + QGT,H)

where ¥ . isin (39)and

(T = 1) (4a — 308)

QHT.HT = T 0_61
Ok * * *
1y
01><k - Gn ii * *
n 1 1 ’
X . (48)
01k *chu n,ii *ZHn“ *
1
0 trG trH, —
1k Z(TT 20Tn 40;l

When Vy are normally distributed, 2§ .+ = 033 because

Ua — 300 0. By using the central limit theorem in Lemma A.1,
alnLd (6r) d
v = SN, lim Z5 (2 4 28 ).
Because ||67, — 67| = op(l) and T ; is nonsingular in the

92 @\ ! A
limit, (—%WW)) is 0,(1). It follows that 8% — gy

1
0, (\/?) Hence,

R 1 -1

N ERRLING)
~/nT a6 '

Using the fact that

():d +o< ! >>_1—(2d )1+o( ! )
Or,nT 14 «/ﬁ - Or.,nT p \/ﬁ )

we have

VAT (0% — 1) > N, lim —— (zer )
X (EGT,nT + ‘QQT,nT)(EQT,nT) )

For the transformation approach, the proof is similar. For the
variance matrix of the estimates 8,7, Xy, o7 is in (43) and

(T = 1) (4 — 308)

QGQ,HT = T 0_4
0
Ok * ® *
1N
0]><k - Giii * *
ni=
X 1< .. . (49)
01k : Z Gn,iiHnii Z Hyy o %
i=1
1 .
0 —trG, ———trH,
1k 2020 " Zaon " 40

As the log likelihood function in the transformation approach has
a proper degree of freedom adjustment (from nT to n(T — 1)),
the location of énr is properly centered at 6p; while for the direct
approach, 6y provides the convenient location for analysis. W

Appendix C. The direct and transformation approaches in
Section 3

C.1. The first and second order derivatives of (21) for the Direct
Approach

The first and second order derivatives of the concentrated log
likelihood in (21) are

10 B -
; Z(Rn (p)Xn[)/_In Vnt ({)
t=1

1 ¢ o,
oL, ©0) | o? ;(Rn(p)WnYm)Jnvm(;) — TtrG, ()

a0 + (50)

1 & - .
— Z(Hn@)vm(c))’fnvm@) — TtrHy (p)

TZ nt(é-)]n nt(;)—no‘ )

and see the equation in Box V. For the first order derivative eva-
luated at 6, it has two components

dInLd o0 _ 9 InLy} (6r)
30 30

—T-agn (52)
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a2 d
@I 0)
3090

] T

(Rn (P)Xnt) ]an (P)Xnt
1

(Rn(p)Wn Y/nt)/]an (P)Xnt

M“n

1
2
" =

-
I

1 & - _
|:0'7 Z(Rn (0)WnYnt) JnRn(0)WnYne + Ttl‘(G% ()\.)):| * %

1< . . 1 &, =, - 1< - . 1< -
|:07 Z(Rn(P)Xnt),]an(P)Vnt(C) + ) Z(Mnxnt) ]nVnt(l'):| |:07 Z(Rn(P)WnYnt)n]an (P)Vne (£) + s Z(ManYnt) ]nVnt(C):| 0 0
t=1 t=1 t=1 t=1

t=1

1 & 1 & . -
—42 e ()R (0)Xnt =7 2 Ru(@WaVar) Jn Ve (¢) 0 0
=1 t=1
Ok Okx1 Okx1 Okx1
01k 0 0 0
1 & _ _
4|0k 0 L—z ;(Hn(p)vm@))’Jan(p)vm(;)+m<H,%(p)>] (51)
1< S A G
Ok O = ;(Hn(P)Vnt(C))]nVnt(C) it s ;(Vm({)jnvnt({))
Box V.
T
—— N XX * % *
o ; rednnt
. 10050 | 5= > CakuBo) InKu JnGnXne Bo + = trGiJnG * *
Forar = B eae | TS ; " ’ (53)
01><k Etr(HfJnén) Htr(H;Hn) *
1 . 1 1
01k ——tr(Gp) ——tr(Hy) —
chn Tn or
Box VI.
where function (24) are
dInLyY(Or) d1nLy1(6)
00 ap
T . oln Ln,T (9)
Z ! Vit dlnL,r(0) _ ETN
=1 90 alnL, ()
T L . ap
Z Goae o) InVie + — Z(V,;[c;/nvm — ot trGyJy) dInLy7(0)
= ] ? T = s 802
— H,’Jn e — OFtrH ) 1 I - -
!
= — Y Ru(p)Xat) Jn Ve (£)
T o t=1
— Z VyidnVo: — (0 — o7) 1 d o
= 5 2 Re(@OWaYa) Ve (€) = (T = DirfaGa(3)
and =1, 7 , (54)

/
_ 1, 1) 11, | 1
gr.n = | O1xk; HI“R”G”R” o ' Haly, 27)

For the second order derivative evaluated at 6y, see Box VI.

C.2. The first and second order derivatives of (24) for the transforma-
tion approach

Using trG,(A) — tr(,Gy(A) = 75 and tr(Gi(h) — tr
((J,Ga(M))?) = (1Jx)2 (see Lee and Yu, forthcoming), the first
and second order derivatives of the concentrated log likelihood

1 & - -
— Z(Hn(mvm(c))vnvm(c) — (T = 1)trfaHa(p)

~, ~ 1 5
2— Z (vm<¢)1nvm<¢) - o )

and the equation in Box VII. The score vector and the information
matrix are given in Box VIII and

9% 1InL, (6
Soont = n.T( o))

1
£ ((n “D)(T -1 0000

1 FHonr * %
= — [ Oixge4y 0 =
% \Oixkt1y O O
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3% 1InLy 1(6)
9606’

1 < . .
=5 2 Ru(o) ) JuRu (0) e
t=1

1 T
= Z (R (P)Wn ) JnRn () Xne

1< . .
{; D Ra0)Wa V) JnRn(0)Wa Ve + (T = Dir (lnGh (1))
;

t=

)

1

T , I N 1 - . 1 & o,
) n ni nin N Y nt nvinan ) n nint/)nJntin nt ) n nitn nvn
2 2 (@) Ve ) InRa()Xac + =5 D Ve (O)MaXue 3 2 Ra(OWaFa () Vae (6) + —5 D (MaWaFoe) Ve €) | 0 0
t=1 ; T ) ~t=| t=1 . r ) ~t=1
— > U (©)nRn(p)Rnt 7 D Rn(0)Wn¥ne) JnVne (£) 0 0
7= =
Ok Okx1 Okx1 Ox1
01xk 0 0 0
1 & _ N
+ 01xk 0 |:ﬁ ;(Hn(P)Vnt(f)),]an(P)Vnt@)+(T—1)fr(lnH§(P)):| * (55)
1< _ _ M=DT =1 1 - y
01xk 0 = ;(Hn(/ﬂ)vnr({))/]nvnr({) [—T + 6 ;(Vét(é')]nvnr(i))
Box VII.
1 dln Ln,T(OO)
m—1DT -1 00
K eJnVne)
(n—])(T—] Z e
1 I . L -1 .
(X )’v) V! Gl Vit — o2t
002 (n—l)(T—l Z( nmﬂo JnVne 2 (Tl—l)(T—l)tXl: nt nJn Ve ojnn
= (56)
HyJoV, -1, 24 H, )
ﬁ_w_] z(m o — Loz,
(n — Dol
208 /(n — 1)(T —1) Z( VidhVi — 0
Box VIII.
Oy ® * * (1 * * %
1 . . n
01x tr (G JnGn 1 .
ke GG * * O = D [UnGa)il® * *
+ 1 ST 1 s (57) n i=1
0y, tr(H3JuGr) tr(H3JuHn) x| A .
_]1 -1 ; X 0 12[]&][11'1] 12[01_])]2 (58)
0, nén W Hn P 1xk = nYn lii Untn lii - nin)ii
e oy gy UG S )5 n s n
- .. .. .. 0 - o H b
where Hor = m Zt:] Xntv anntﬂo)/Jn(Xnt’ anntﬁo)- 1k 2(71211 TnCn 2gT2n UnHn 4(7;1
C.3. Proof for Theorem 4 (Asymptotic Distribution) Because [0 —6r| = o0,(1) and X ., is nonsingular in
. 2med @)\ N
For the direct approach, according to the Taylor expansion, the limit, (‘ﬁ —mh ) is 0,(1). Hence, ~/nT(6% —

- -1

R 1 3%InL¢ (P4

T 9d —0 — - n, T \“nT
Vil G = br) ( nT 9000

5 ( BlnLﬁ’T(97)> '

90
74 lies b 6r and 0%, and " tar®D =
Here, 07 lies between 0r and 6, and — = + ./ Fag 0 =

1

V/nT

ALY o) a4 .
\%T —2— 5 N(0, lim 5 (2 § w826 7)) where Z¢ L isin
(53) and

(T —1) (us — 303)
Rt = —

T o

fr) = 0p(1)(0p(1) + O(

0, (max (1. 1)) meurn, -

Op (max ( )) It follows that

VT Gy — 6r)
( 1 9*InLd (BY; ) (

— 6r

ﬂ)), which implies that 8¢

—1
210 d
1 97InL T(nT)
nT

L = (55 )+

Nk

1 9Ly 6 )

T
EUGT,n

nT 0606’ NEL
1 oL’ o) 1
= =2 10 <max (77))
KRV T v JT
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1 9InLi% 6

x
/nT a6

d _1 T 1 1 T
- (EQT.HT) : EGGT’H — 0p | max «/ﬁ’ n : EGQT’H’
and, hence,

. T
VT 0% — 6r) + (25 )7 - \/gagm

+ 0, [ ma ! L Ta
X| —=, =) )=
P /*nT n n Or.n

3In L™
= ((Zf )7 +0p(1) - L inknr @0

/nT a0
Therefore, we have the results in Theorem 4 for the direct

approach.
For the transformation approach, the proof is similar. For the

variance matrix of énT, the information matrix Xy, ,r isin (57) and

(T —1) (g — 305)

Qﬁg,nT = T 0_4
0
Opxck * * *
1 U .
01><k ﬁ Z[([ncn)ii]z * *®
i=1
x 1 < . - .(59)
Ot — thoncn>iiuan>iiJ — ijan)ﬁJZ *
1= =
1 . 1 1
0 ———tr(uG ————tr(JyH —
Txk 20’5(”7 ]) (In n) 2002(Tl* 1) (ln n) 4061

Because a degree of freedom has been properly adjusted (from nT
to (n— 1)(T — 1)) for the likelihood function in the transformation
approach, the score has zero mean and the resulting asymptotic
distribution is properly centered at the true parameter vector. H

C.4. Proof for Theorem 5 (Bias Correction)

We have v/nT(@¢, — 6r) + \ﬁ@gT nT)—1a9T,n +0, (\/nfg) 4
N(O, lim 7 (5 )T + 26 .p)(ZE )7 from Theo-
rem 4. As the first step bias corrected estimator is ém = é,fr +
%(Z‘gsT ) la, (64 where a,(0) = ag.,, we will have

VaT@% — 60y 5 N, lim — (EQT o7

X (EF)T,HT + 'QGT,HT)(EGT,HT)_ )
if L — 0and

n

A -1

T 1 _9%InLd (0¢ 4 i

E _EEW an(gnr _(EQT,nT) lan(eT)
2o,

h 1532 nid @4 5d is the inf . .
where — E— 1 = B4 nr is the information matrix

evaluated at éﬁr- The first condition is assumed in the theorem. For
the second condition, as

~ 1 1
04 — 0 =0, [ max [ —, — and
=0, (max( 5 0)

1 02InL% (Our) 1 1
E— M — (x4 140, (max | —, - ) ),
( GT,nT) + p X \/ﬁ n

nT 0600’

we have
T 1 _9%InLY; (Onr) o Ad d 1
T\t e ) @G — (Zn) T a@n)
d 4 /T ~d Ad
= (EGT,nT) E (aﬂ(gnT) - an(OT)) + an(enT)

0 1 T
x max | -, ./ —
b n'Vn3

da, (0
= (Zg )" ( nr)f Or — 9T +a, 0

1 /T
x0p | max | —,
n’ V3

where 0, lies between éﬁr and 6r. From the explicit form of
dan (0%7)
an(g)v "ae/nT - QT =

1 l .. . . . n
O, (max (ﬁ H)) the second condition is satisfied under =

is bounded in probability. Thus, as 6%

0. Consequently,

VT @4 — or) S N(O lim ~— (EQT i)

X (EgT,nT + 'Qgr,nT)(Egr,nT)_l>'

The remaining bias in the variance parameter is adjusted in G,f% =

~dl Tet2 Okt2)x1
Ar - 67, where Ar = T

(35) follows. ®

o ) After this adjustment,
1x (k+2) T-1
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