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A B S T R A C T

In this paper the correlation structure in the classical leverage stochastic volatility (SV) model is generalized based on a linear spline. In the new model the correlation between the return and volatility innovations is time varying and depends nonparametrically on the type of news arrived to the market. Theoretical properties of the proposed model are examined. The model estimation and comparison are conducted by Bayesian methods. The performance of the estimates are examined in simulations. The new model is fitted to daily and weekly US data and compared with the classical SV and GARCH models in terms of their in-sample and out-of-sample performances. Empirical results suggest evidence in favor of the proposed model. In particular, the new model finds strong evidence of time varying leverage effect in individual stocks when the classical model fails to identify the leverage effect.
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1. Introduction

How volatility responds to return news has long been an active research topic; see Black (1976), Christie (1982), Engle and Ng (1993) and Wu and Xiao (2002) for a rather incomplete list of studies in the literature. Answer to this question has important implications for financial decision making and asset pricing. For example, predictability of volatility critically depends on the relationship between the return shock and volatility. Moreover, there are important implications of the relationship for portfolio selection and risk management (Bekaert and Wu, 2000) and for “betas” (Braun et al., 1995). Furthermore, an option contract would be substantially mis-priced when the relationship is misspecified (Duan, 1995).

It is now well accepted in the volatility literature that equity volatility responds asymmetrically to return news, namely, a piece of bad news has different impact on future volatility from the good news of the same magnitude. The most popular and convenient empirical method for examining the asymmetric volatility response is via some form of ARCH-type models. The motivation mainly comes from the so-called leverage hypothesis originally put forward by Black (1976). According to the leverage hypothesis, when bad news arrives, it decreases the value of a firm’s equity and hence increases its leverage. Consequently, the equity becomes more risky and its volatility increases. Likewise the volatility decreases after good news arrives.

Volatility response can also be studied using stochastic volatility (SV) models. Unlike ARCH-type models, SV models specify volatility as a separate random process, which provides certain advantages over the ARCH-type models for modeling the dynamics of asset returns (Kim et al., 1998). The third method for studying volatility response is to use realized volatility; see, for example, Andersen et al. (2001, ABDE hereafter), Bandi and Reno (forthcoming) and Hansen et al. (2010). In this literature some important asymmetries are well documented in market-wide equity index returns but not in individual stocks. This observation leads some researchers to conclude that the significant asymmetries in equity index returns are due to volatility feedback effect but not leverage effect; see ABDE.

In the SV literature, the asymmetric volatility response is often studied by specifying a negative correlation between the return innovation and the volatility innovation. This classical leverage SV model was first estimated by Harvey and Shephard (1996). The model specification requires the correlation coefficient between the two innovations remains constant, regardless of price movements. On the other hand, Daouk and Ng (2007) reported evidence of stronger leverage effect in down markets than in up markets. Obviously, this empirical result cannot be explained by the classical leverage SV model with a constant leverage effect.

The central focus of the present paper is to provide a more general framework to investigate the asymmetric relationship
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between volatility and return news in the context of SV models. Using the linear spline, we allow the correlation coefficient between the two innovations to be time varying and depend nonparametrically on the size and the direction of the previous price movement. Since our model nests the SV model with the constant leverage, we can easily check the validity of this classical specification. Empirical applications reveal strong evidence against the classical specification both in-the-sample and out-of-the-sample.

Our model extends the specification studied in Harvey and Shephard (1996), Yu (2005) and Omori et al. (2007). Following Meyer and Yu (2000), the Bayesian Markov chain Monte Carlo (MCMC) methods are used to estimate and compare alternative models. Our model is closely related to the model of Wu and Xiao (2002) where a flexible nonparametric model was used to relate the log implied volatility and the lagged return innovation. However, our work is different from Wu and Xiao in four aspects. First, Wu and Xiao is an ARCH-type model while ours is a SV. The two models do not nest each other. Although the model of Wu and Xiao allows for a very general news impact function, it assumes an additive functional form and cannot even nest the simplest SV model. Second, different nonparametric methods are employed. While we use the spline-based smoother, Wu and Xiao used the Nadaraya–Watson kernel method in a partial linear framework. One of the main advantages for the kernel method lies in its simpler theoretical analysis. However, the kernel method cannot be used in the context of SV due to the curse-of-dimensionality problem. Third, the relationship between return and log-volatility is in the physical measure in our study but is in the risk-neutral measure in theirs. The risk-neutral measure is more useful for pricing whereas the physical measure allows one to forecast volatility. Finally, volatility is latent in our method whereas Wu and Xiao assumed that the volatility of the US market index is well approximated by the volatility index, VIX. For individual stocks, VIX is no longer a valid approximation to the volatility.

Our model is somewhat related to that of Engle and Ng (1993) in the sense that the linear spline is used. However, we use the linear spline to model the correlation between the two innovations while Engle and Ng used it as a regression tool to relate volatility to the lagged return innovation. Robinson (1991) and others provided more general ARCH models. All the models are of an additive structure and hence do not nest ours. Finally, our model is related to Bandi and Reno (forthcoming) where the time varying leverage effect is estimated using a nonparametric method with intra-day data. Unlike Bandi and Reno who tie the strength of the leverage effect to the current level of volatility, we assume the driving factor for the time varying leverage is the lagged return.

The article is organized as follows. In Section 2 we introduce the semiparametric SV model and develop some statistical properties of the model. Section 3 discusses the MCMC methods for parameter estimation and for model comparison and documents the performance of MCMC in simulations. Empirical results based on US data are presented and discussed in Section 4. Section 5 concludes. Appendix proves the theorem.

2. The proposed SV model

Let \( y_t \) be the rate of return of a stock or a market portfolio in time period \( t \). \( \sigma^2_t \) be the conditional variance of \( y_t, \ h_t = \ln \sigma^2_t \) be the return innovation. GARCH models specify a deterministic relationship between \( \sigma^2_{t-1} \) and \( y_t \) (or \( \epsilon_t \)). Different models coexist to capture the asymmetric volatility response. For example, EGARCH(1, 1) of Nelson (1991) assumes

\[
h_{t+1} = \alpha + \phi h_t + \beta_0 \epsilon_t + \beta_1 |\epsilon_t|, \tag{1}
\]

where the asymmetry is induced by the term \( \beta_0 \epsilon_t \). Threshold GARCH(1, 1) of Glosten et al. (1993) assumes

\[
\sigma^2_{t+1} = \alpha + \phi \sigma^2_t + \beta y^2_t + \beta^* \gamma^2(\text{if } y_t < 0), \tag{2}
\]

where \( \textbf{1}(y_t < 0) = 1 \) if \( y_t < 0 \) and 0 otherwise. In this model, the asymmetry is induced by \( \gamma(\cdot) \). However, based on a nonparametric technique, Mishra et al. (2010) have found the evidence of further asymmetry in the residuals of fitted threshold GARCH(1, 1).

Engle and Ng (1993) introduced a partially nonparametric model of the form

\[
\sigma^2_{t+1} = \alpha + \phi \sigma^2_t + m(\epsilon_t) \tag{3}
\]

where \( m(\cdot) \) is an unknown function. Engle and Ng estimated \( m(\cdot) \) using the linear spline

\[
m(\epsilon_t) = \sum_{i=0}^{m} \delta_i \textbf{1}(\epsilon_t > \tau_i)(\epsilon_t - \tau_i) + \sum_{i=0}^{m} \delta_i \textbf{1}(\epsilon_t < \tau_i)(\epsilon_t - \tau_i),
\]

where \( \tau_i \) are the predetermined knots associated with the linear spline.

In contrast to ARCH-TYPE models, the SV models specify a stochastic relationship between \( \sigma^2_{t+1} \) (or \( h_{t+1} \)) and \( y_t \) by using an additional innovation. It is very important to point out that the meaning of \( \sigma^2_{t+1} \) in SV models is NOT the same as that in ARCH-type models. By assuming \( \sigma^2_{t+1} \) is a conditional variance, ARCH-type models adopt the one-step-ahead prediction approach to volatility modeling. Whereas, due to the presence of an additional innovation in the state equation of SV, \( \sigma^2_{t+1} \) is not measurable with respect to the natural filtration and hence is not a conditional variance. This difference has an important implication for the analysis of the news impact, which will be discussed in detail later.

To account for volatility asymmetry, the classical leverage SV model takes the form of

\[
y_t = \mu_y + \sigma \exp(h_t/2) \epsilon_t, \quad \epsilon_t \sim \text{i.i.d. } N(0, 1), \tag{4}
\]

\[
h_{t+1} = \phi h_t + \gamma w_t, \quad w_t \sim \text{i.i.d. } N(0, 1), \tag{5}
\]

where \( \text{corr}(\epsilon_t, w_t) = \rho \). Eq. (5) can be equivalently represented by

\[
h_{t+1} = \phi h_t + \gamma (\rho \epsilon_t + \sqrt{1 - \rho^2} w_t), \tag{6}
\]

where \( w_t \) is i.i.d. \( N(0, 1) \) and \( \text{corr}(\epsilon_t, w_t) = 0 \). Consequently, we have

\[
h_{t+1} = \phi h_t + \gamma \rho \epsilon_t + \gamma \sqrt{1 - \rho^2} w_t
\]

\[
= \phi h_t + \frac{\gamma}{\sigma} \exp(-h_t/2)(\gamma \epsilon_t - \mu_y) + \gamma \sqrt{1 - \rho^2} w_t, \tag{7}
\]

implying that on average \( \ln \sigma^2_{t+1} \) is a linear function in \( y_t \). When \( \rho < 0 \), the linear function is downward sloping and this feature is often referred to as the leverage effect. Clearly the relationship between \( \ln \sigma^2_{t+1} \) and \( y_t \) is independent of the sign and the size of \( \epsilon_t \) and hence the leverage effect, captured by \( \rho \), is a constant in this model.

There is ample evidence that the effect of bad news on volatility is different from the good news of the same magnitude. Using the firm level accounting data, Figlewski and Wang (2000) reported a more remarkable leverage effect in down markets than in up markets. A similar pattern of asymmetry found in Daouk and Ng (2007) using unleveled firm volatility. The evident suggests that a global linear relationship between \( \ln \sigma^2_{t+1} \) and \( y_t \) may be too restrictive and there is a clear need for a more general SV model for the volatility asymmetry.

To introduce our semiparametric SV model, we first choose \( m \) knots, denoted by \( \tau_1, \ldots, \tau_m \) with \( \tau_1 > \cdots > \tau_m \), from the support
of $\epsilon_t$. Let $t_0/t_m+1$ be the right/left bound of the support of $\epsilon_t$. That is, the support of $\epsilon_t$ is divided into $m + 1$ intervals. Note that the sizes of the intervals need not be the same. The volatility equation is defined by

$$h_{t+1} = \varphi h_t + \gamma \sum_{i=1}^{m+1} (\rho_i \epsilon_t + \sqrt{1 - \rho_i^2} w_i) \mathbf{1}(\tau_{i-1} \geq \epsilon_t > \tau_i),$$

$$w_i \sim \text{i.i.d.} \mathcal{N}(0, 1)$$

where $\text{corr}(\epsilon_t, w_i) = 0$. Together with Eq. (4), it defines our semiparametric SV model.

Let

$$v_{t+1} = \sum_{i=1}^{m+1} (\rho_i \epsilon_t + \sqrt{1 - \rho_i^2} w_i) \mathbf{1}(\tau_{i-1} \geq \epsilon_t > \tau_i)$$

be the innovation in the variance equation. It can be shown that

$$v_t = \begin{cases} 
\varphi \epsilon_t + \sqrt{1 - \rho_0^2} w_t, & \text{if } \tau_0 \geq \epsilon_t > \tau_1 \\
\vdots & \\
\varphi \rho_{m+1} \epsilon_t + \sqrt{1 - \rho_{m+1}^2} w_t, & \text{if } \tau_m \geq \epsilon_t > \tau_{m+1}.
\end{cases}$$

Remark 2.1. The closed form expression for moments facilitates calculations of all moments and model comparison. This result holds true for any value of $m$. When $m \to \infty$, the moments involve an infinite product and an infinite sum, and hence truncations are inevitable.

Remark 2.2. Two choices have to be made in the proposed model, $m$ and $\tau$s. Ideally, one should allow $m$ to increase with the sample size (such as $o(n)$). However, the larger the $m$, the more parameters in the model and hence the higher the computational cost. Essentially increasing $m$ trades off smaller bias with larger variance. The reason that the variance increases with $m$ is because less effective observations are used to estimate $\rho_t$ with a larger $m$. To control the computational cost, we fix $m$ in this paper. The choice of $\tau$s could be based on trial and error or more formally a model selection criterion. However, the exercise will be computationally expensive if a large set of $\tau$s is considered.

Remark 2.3. If $m = 1$, there are only two regimes. When we set $\tau_1 = 0$, $\text{corr}(\epsilon_t, v_t) = \rho_1$ if $\epsilon_t > 0$ and $\text{corr}(\epsilon_t, v_t) = \rho_2$ if $\epsilon_t \leq 0$. This model nicely nests the classical leverage effect model and is called Spline1 SV in this paper. The moments of $y_t$ is given by

$$E(y_t^{2i-1}) = 0,$$

$$E(y_t^{2i}) = \frac{(2i)!}{2i!} \sigma^2 G_t(i, \rho_1, \rho_2, \gamma, \phi), \quad i = 1, 2, \ldots,$$

where $G_t(s, \rho_1, \rho_2, \gamma, \phi) = \prod_{j=0}^{\infty} \exp\left(\frac{1}{2} s^2 y^2 \phi^2\right) \left[\Phi(s \gamma \rho_1) + \Phi(-s \gamma \rho_2)\right]$.

Remark 2.4. If $m = 2$ there are three regimes. This model is called Spline2 SV in this paper. It is known in the ARCH literature that when $\epsilon_t$ is very close to zero, volatility does not respond to $\epsilon_t$ in a significant manner (Engle and Ng, 1993). As a result, it is reasonable to choose $\tau_1$ to be a small, positive number, $\tau_2$ to be a small, negative number. However, if $\tau$s are too close to zero, there are too few observations to estimate $\rho_2$; if $\tau_1$ (or $\tau_2$) is too far away from zero, there are too few observations to estimate $\rho_1$ (or $\rho_2$). In the empirical applications, we choose $\tau_{1,2} = \pm 0.4$. Since $\text{Pr}(\epsilon_t > 0.4) = \text{Pr}(\epsilon_t < -0.4) = 34.5\%$, $\text{Pr}(|\epsilon_t| > 0.4) = 31\%$, we have a nearly equal split of observations to estimate the $\rho$s. A drawback with such a choice is that the Spline2 SV does not nest the Spline1 SV. Since our model comparison method is Bayesian-based, such a drawback does not impose any problem to us.

Nearly all the existing ARCH models assume an additive functional form to relate the conditional variance (or log-variance) to the return news and the lagged conditional variance. Such an additive structure greatly facilitates the news impact analysis. The news impact function (NIF), first introduced in Pagan and Schwert (1990) and extended by Engle and Ng (1993), treats the conditional variance as a function of the return news lagged one-period, holding constant the other lagged variables. Consequently,
in the ARCH-type models the functional form of the NIF is explicitly specified and determined solely by the term that contains the lagged return news and hence time invariant. For example, in the GARCH(1, 1), \( \sigma_{t+1}^2 \) is a quadratic function of \( \varepsilon_t \) which centered at the original, i.e.,

\[
\sigma_{t+1}^2 = \alpha + \varphi \sigma_t^2 + \beta \varepsilon_t^2 \quad \text{if } \varepsilon_t \geq 0 \\
\sigma_{t+1}^2 = \varphi \sigma_t^2 + \beta \varepsilon_t^2 \quad \text{if } \varepsilon_t < 0.
\]

where \( \sigma^2 \) is the unconditional mean of \( \sigma^2 \). The NIF for EGARCH (1, 1) is

\[
\sigma_{t+1}^2 = \frac{\exp(\alpha^* + (\beta_0 + \beta_1)\varepsilon_t)}{\exp(\alpha^* + (\beta_0 - \beta_1)\varepsilon_t)} \quad \text{if } \varepsilon_t \geq 0 \\
\sigma_{t+1}^2 = \frac{\exp(\alpha^*)}{\exp(\alpha^*)} \quad \text{if } \varepsilon_t < 0.
\]

The NIF for threshold GARCH(1, 1) is

\[
\sigma_{t+1}^2 = \begin{cases} 
\sigma_0 + \frac{\beta_1 \varepsilon_t^2}{\sigma_0 + \beta_2 \varepsilon_t^2} & \text{if } \varepsilon_t \geq 0 \\
\frac{\beta_1 \varepsilon_t^2}{\sigma_0 + \beta_2 \varepsilon_t^2} & \text{if } \varepsilon_t < 0.
\end{cases}
\]

Hence, the NIF combines two quadratic functions of \( \varepsilon_t \) in the threshold GARCH model and two exponential functions in the EGARCH model. When \( \beta_1 \neq 0 \) (or \( \beta_2 \neq 0 \)), the response of volatility is asymmetric in the EGARCH model (or the threshold GARCH model). In Wu and Xiao (2002) and Linton and Mammen (2005) the parametric dependence of \( \sigma_{t+1}^2 \) on \( \varepsilon_t \) is replaced by a kernel function which enters the conditional variance function additively.

In the SV models, the conditional variance is not explicitly specified but implied from the structure of the model specification. Unfortunately, even for the simplest SV model, the NIF does not have a closed form expression, nor has an additive structure in the measurable variables. Although \( h_{t+1} \) is not measurable in the SV models, one may be attempted to define the functional relation between \( h_{t+1} \) and \( y_t \) as the NIF, holding \( h_t \) and other variables constant, as in (7). While this definition of NIF is analytically attractive for the SV models, it has a number of drawbacks. First, in the basic SV model, \( \rho = 0 \) and hence (7) implies that \( h_{t+1} \) is not a function of \( y_t \). This result seems to be at odd with the intuition that the return news must have some impact on future volatility. Second, \( \exp(h_{t+1}) \) is not a conditional variance in the SV model and hence the NIF defined on \( \exp(h_{t+1}) \) is not comparable with what has been used in the ARCH literature. Due to these two drawbacks, we decide to follow the ARCH literature and define NIF to be the function that relates the conditional variance to the return innovation lagged one period, holding constant of other variables.

When \( \psi < 1 \), the model is strictly stationary and the conditional distribution is

\[
pdf(y_t | y_1, \ldots, y_{t-1}) = \frac{pdf(y_1, \ldots, y_{t-1}, y_t)}{pdf(y_1, \ldots, y_{t-1})} = \frac{\int \cdots \int pdf(y_1, \ldots, y_{t-1}, h_1, \ldots, h_t) dh_1 \cdots dh_t}{\int \cdots \int pdf(y_1, \ldots, y_{t-1}, h_1, \ldots, h_{t-1}) dh_1 \cdots dh_{t-1}}.
\]

From the conditional distribution, one can obtain the conditional mean and the conditional variance. Since the conditional mean is zero, the conditional variance is

\[
\text{Var}(y_t | y_1, \ldots, y_{t-1}) = \frac{\int \cdots \int y_t^2 pdf(y_1, \ldots, y_{t-1}, h_1, \ldots, h_t) dh_1 \cdots dh_t dh_{t-1}}{\int \cdots \int pdf(y_1, \ldots, y_{t-1}, h_1, \ldots, h_{t-1}) dh_1 \cdots dh_{t-1}}.
\]

As a result, \( \text{Var}(y_t | y_1, \ldots, y_{t-1}) \) does not have an analytic form. In general, \( \text{Var}(y_t | y_1, \ldots, y_{t-1}) \) is not an additive function in \( y_1, \ldots, y_{t-1} \). Also, \( \text{Var}(y_t | y_1, \ldots, y_{t-1}) \neq \text{Var}(y_t | y_1, \ldots, y_{t-2}) \) when \( p \neq q \). Moreover, when \( t \neq 1 \), \( \text{Var}(y_t | y_1, \ldots, y_{t-1}) \neq \text{Var}(y_t | y_1, \ldots, y_{t-2}) \). All these observations suggest that the news impact analysis in the SV model is much more complicated than that in the ARCH-type model. The SV models, including the basic SV model, are not nested by any existing ARCH-type models that assume an additive functional form.

When \( m = 1 \), our model is related to the asymmetric SV model recently proposed by Asai and McAleer (2006), where the specification of the volatility equation is given by

\[
h_{t+1} = \psi h_t + \gamma I(y_t < 0) + \alpha \sigma_t \varepsilon_t + \alpha_0 \sqrt{1 - \rho^2} u_t.
\]

It can be shown that when \( \gamma \neq 0 \), the conditional variance is discontinuous in \( y_t \). This restriction is yet to be empirically justified.

The distinctive difference in the NIF between the SV models and the ARCH-type models is surprising. From Nelson (1990) it is known that the two classes of models have the same diffusion limit. Hence, the conditional distributions should have the same limit. However, as pointed out by Wang (2002), when discrete observations are available, the two classes of models are NOT asymptotically equivalent in terms of Le Cam’s deficiency distance. This is because there is an important difference between the structure with respect to noise propagation in their conditional variances and hence conditional distributions.

3. Econometric analysis

3.1. Model estimation and comparison method

The SV models belong to the family of nonlinear non-Gaussian state space models. To do the maximum likelihood (ML) estimation and calculate the likelihood function of SV models, one has to deal with a high-dimensional integral since the latent process \( h_t \) needs to be integrated out from the joint density function, \( pdf(y, h) \), where \( y = (y_1, \ldots, y_T) \) and \( h = (h_1, \ldots, h_T) \). Unfortunately, such an integral cannot be solved analytically in general. Several numerical methods have been proposed to approximate the integral via importance sampling techniques; see, for example, Shephard and Pitt (1997). However, the asymptotic properties of the ML estimate remain largely unknown, with the exception of consistency which was recently developed in Douc et al. (2011). For this reason, we decide to adopt Bayesian MCMC as the inferential framework because MCMC does not rely on asymptotic approximations to conduct inference.

Various MCMC methods have been developed to sample the parameters in the context of the SV models, including the single-move Metropolis–Hastings algorithm of Jacquier et al. (1994) and the multi-move algorithms of Kim et al. (1999) and Omori et al. (2007). Following Meyer and Yu (2000), we make use of a freely available Bayesian software, WinBUGS, to do the single-move Gibbs sampling. The Gibbs sampler, first proposed in Geman and Geman (1984), generates iterative samples from all the full conditional distributions. It can be justified by the Clifford–Hammersley theorem (Hammersley and Clifford, 1970). WinBUGS provides an easy and efficient implementation of the Gibbs sampler and has been widely used to estimate latent variables model. Both the simulation studies and the out-of-the-sample forecasting exercise carried out in present paper are implemented using R2WinBUGS (Sturtz et al., 2005).

To fix the idea of the MCMC, let \( p(\theta) \) be the prior distribution of the unknown parameter \( \theta \). Bayesian methods overcome the
difficulty in ML by the data-augmentation strategy (Tanner and Wong, 1987), namely, the parameter space is augmented from θ to (θ, h). By successive conditioning, the joint prior density is

\[
p(\theta, h) = p(\theta) p(h_0) \prod_{i=1}^{T} p(h_i| h_{i-1}, \theta). \tag{15}
\]

The likelihood function is

\[
p(y|\theta, h) = \prod_{i=1}^{T} p(y_i| h_i, \theta). \tag{16}
\]

Obviously, both the joint prior density and the likelihood function are available analytically, provided that the analytical expressions for the prior distributions of θ are supplied. By Bayes’ theorem, the joint posterior distribution of the unobservables given the data is given by:

\[
p(\theta, h|y) \propto p(\theta) p(h_0) \prod_{i=1}^{T} p(h_i| h_{i-1}, y_i, \theta) \prod_{i=1}^{T} p(y_i| h_i, \theta). \tag{17}
\]

The Gibbs sampler, used to generate a Markov chain (i.e. correlated samples) whose stationary distribution is the joint posterior distribution (17), works as follows in the first step. Given the initialization (θ(0), h(0)), we draw from each of the following distributions:

\[
\theta^{(1)}_1 \sim p(h_1| \theta^{(0)}, \ldots, \theta^{(0)}_k, h^{(0)}, y);
\]

\[
\vdots
\]

\[
\theta^{(1)}_k \sim p(h_k| \theta^{(1)}_1, \ldots, \theta^{(1)}_{k-1}, h^{(0)}, y);
\]

\[
h^{(1)}_1 \sim p(h_1| \theta^{(1)}, h^{(0)}_2, \ldots, h^{(0)}_{k+1}, y);
\]

\[
\vdots
\]

\[
h^{(1)}_{T+1} \sim p(h_{T+1}| \theta^{(1)}_1, h^{(1)}_2, \ldots, h^{(1)}_T, y).
\]

For a Markov chain to have a unique stationary distribution, it has to be irreducible and aperiodic. If, in addition, the chain is positive Harris-recurrent, it is ergodic and a central limit theorem is applicable for sample-path averages. Roberts and Smith (1994) established general conditions under which the Markov chain generated from the Gibbs sampler converges to the target posterior distribution when more and more iterations are obtained.

By the ergodic law of large numbers, posterior moments of θ and h and posterior marginal densities may be estimated by averaging the corresponding functions over the samples after convergence is achieved. For example, let \( \theta^{(j)}, h^{(j)}, j = 1, \ldots, J \) be a simulated sample form the joint posterior distribution \( p(\theta, h|y) \). The posterior mean of \( \theta \) can be estimated by

\[
\hat{\theta} = \frac{1}{J} \sum_{j=1}^{J} \theta^{(j)}. \tag{18}
\]

Since any measurable function of a stationary and ergodic sequence is stationary and ergodic, the ergodic law of large numbers is applicable to \( f(\theta, h) \) where \( f \) is any measurable function. For example, the posterior variance–covariance of \( \theta \) may be estimated by

\[
\hat{\text{Var}}(\theta|y) = \frac{1}{J} \sum_{j=1}^{J} (\theta^{(j)} - \hat{\theta})(\theta^{(j)} - \hat{\theta})'. \tag{19}
\]

Similarly, one can obtain the estimate of any posterior credible interval.

For any simulation-based estimation method, it is important to assess the numerical quality of a point estimate and in this paper we calculate and report the Monte Carlo standard error (MCSE). Let the parameter of interest be \( \theta_1 \). Applying the ergodic central limit theory to a converged Markov chain of \( \theta_1 \), we have

\[
\sqrt{J(\hat{\theta}_1 - E(\hat{\theta}_1|y))} \rightarrow N \left(0, \text{Var}(\hat{\theta}_1^{(1)}) + 2 \sum_{j=2}^{\infty} \text{Cov}(\hat{\theta}_1^{(1)}, \hat{\theta}_1^{(j)})\right). \tag{20}
\]

The MCSE, defined by \( \sqrt{\text{Var}(\hat{\theta}_1^{(1)}) + 2 \sum_{j=2}^{\infty} \text{Cov}(\hat{\theta}_1^{(1)}, \hat{\theta}_1^{(j)})}/J \), tells how reliable the estimate of the posterior mean of \( \theta_1 \) is. It can be estimated by the method of batch means or by the spectral method (Geweke, 1992). It is obvious that conceptually MCSE is very different from the posterior standard error.

Several alternative methods are available to estimate the posterior marginal density. One way is to use the kernel method. The second way is the so-called Rao–Blackwellization. When the simulation size is large, the marginal density can be regarded as exact, enabling exact finite sample inferences.

It is crucial to check if convergence has been achieved because all the estimates are supposed to be obtained from a converged sample coming from the stationary distribution. In this paper we make use of Heidelberger and Welch test (Heidelberger and Welch, 1983) to check convergence and all the results we report in the present paper are based on samples which have passed the Heidelberger and Welch convergence test.

To compare two models, say \( M_0 \) and \( M_1 \), let \( \pi(M_k) \) be the prior model probability density, \( p(y|M_k) \) the marginal likelihood of model \( k \), and \( p(M_k|y) \) the posterior probability density, where \( k = 0, 1 \). Comparison of two models in the Bayesian framework is amount to calculate the posterior odds ratio. By Bayes’ theorem, we have

\[
p(M_0|y) = \frac{p(y|M_0)}{p(y|M_1)} \cdot \frac{\pi(M_0)}{\pi(M_1)}. \tag{21}
\]

that is,

\[
\ln(\text{Posterior Odds Ratio}) = \ln(BF) + \ln(\text{Prior Odds Ratio}). \tag{22}
\]

where the BF is referred to as the Bayes factor which is defined as the ratio of the marginal likelihood values of the two competing models. If the prior odds ratio is set to 1, as is done in much of the Bayesian literature and also in the present paper, the posterior odds ratio takes the same value as the BF. BFs are the leading method of Bayesian model comparison. They are the Bayesian analogues of the classical likelihood ratio tests. Jeffreys (1961) gave a scale for interpretation of BFs. If \( \ln(BF) < 0 \), there is evidence for (against) \( M_0 \). Moreover, if \( \ln(BF) \in (0, 1) \), the evidence against \( M_0 \) is barely worth mentioning; if \( \ln(BF) \in (1, 3) \),
the evidence against $M_0$ is positive; if $\ln(BF) \in (1, 3)$ (or $(3, \infty)$), the evidence against $M_0$ is strong (or very strong). However, model comparison via BFs is not the same as the classical likelihood ratio tests because BFs automatically includes a penalty for including too much model structure and hence guards against overfitting.

Calculating BFs requires the marginal likelihood $p(y|M_0)$ to be evaluated. By definition, $p(y|M_0)$ is the integral of the likelihood function with respect to the prior density

$$p(y|M_0) = \int p(y|\theta, M_0)p(\theta|M_0)d\theta. \quad (23)$$

To calculate the marginal likelihood, we follow Chib (1995) by rearranging Bayes’ theorem

$$p(y|M_0) = \frac{p(y, \theta|M_0)p(\theta|M_0)}{p(\theta|y, M_0)}.$$

Thus, the log-marginal likelihood can be calculated by

$$\ln(p(y|M_0)) = \ln(p(y|\theta, M_0)) + \ln(p(\theta|M_0)) - \ln(p(\theta|y, M_0)),$$

where $\theta$ is an appropriately selected high density point which is chosen to be the posterior mean $\overline{\theta}$ in the present paper. The first term on the right hand sight of (24) is the log-likelihood and the second term is the log prior density, both evaluated at $\overline{\theta}$. The third quantity involves the posterior density which is only known up to a normality constant. Following Kim et al. (1998), we use a multivariate kernel density estimate to approximate it.

Regarding the prior distributions of $\theta$, we follow the literature, namely, all components of $\theta$ are assumed to be independent; $y^2 \sim \text{Inverse-Gamma}(2.5, 0.025)$; $\phi^* \sim \text{Beta}(20, 1.5)$, where $\phi^* = (\phi + 1)/2$; $\mu_x \sim N(0, 25)$, where $\mu = \exp(\sigma/2)$; $\rho_1 \sim \text{Uniform}(-1, 1)$, for all $i$.

The log-likelihood function $p(y|\theta, M_0)$ has no analytical form for the SV models as it is marginalized over the latent states $h$. However, it is possible to approximate it with simulation techniques. In the paper, we follow Shephard and Pitt (1997) and Skaug and Yu (2008) by using the importance sampling method based on the Laplace–approximation.

Once the model is estimated by MCMC, the one-period-ahead volatility can easily be calculated as a by-product because the smoothed estimates of $h_{t+1}$ and $\exp(h_{t+1})$ are obtainable as the posterior means of the Markov chains of $h_{t+1}$ and $\exp(h_{t+1})$. To obtain the $K$-period-ahead volatility, we only need to redefine $h = (h_1, \ldots, h_{T+k})$.

### 3.2. Sampling performance

To check the reliability of the proposed estimation method, we simulate data from three SV models, the basic SV, the Spline1 SV and the Spline2 SV. In the simulations, the values of $\varphi, \sigma$ and $\gamma$ are always set to 0.9, 1, 0.135, respectively. We fix $\mu_x$ to zero and assume it is known. In the leverage SV model, we set $\rho_1 = -0.3$. In the Spline1 SV, two sets of parameter values are selected for $(\rho_1, \rho_2) : (-0.5, -0.5), (-0.5, 0)$. As it will be clear from the empirical studies reported below, these parameter values are practically realistic.

For each parameter setting, 1000 observations are simulated from the true model. We then replicate the experiment for 500 times to obtain the mean and the standard error for each parameter estimate across 500 replications. For the basic SV and the leverage SV, the number of the total iterations in MCMC is 30,000 with the first 10,000 iterations used as the burn-in. For the Spline1 SV and Spline2 SV, the number of the total iterations is 150,000 with the first 50,000 iterations used as the burn-in. Table 1 summarizes the results. The most important finding from this table is that MCMC is reliable for all the parameters in all cases, reinforcing what has been found in the literature; see Jacquier et al. (1994) and Yu (2005). Moreover, it seems more difficult to estimate $\sigma$, $\rho_1$ and $\rho_2$ when $\rho_1$ and $\rho_2$ are further away from each other.

### 4. Empirical results

#### 4.1. Estimation results from daily data

In this subsection we fit the basic SV, the classical leverage SV, the Spline1 SV and the Spline2 SV to two continuously compounded daily return series in the US, namely the S&P500 from January 2, 1985 to December 31, 1989 and the Microsoft (MSFT) from January 2, 1987 to December 31, 1991. The number of observations is 1263 and 1264 for the two series. In both series, the data is subtracted by the sample mean and hence $\mu_x$ is not estimated.

Estimation results, including the parameter estimates, the posterior standard errors (in parenthesis), the MCSE (in bracket) and the minus log-marginal-likelihood values are reported in Table 2. Several conclusions can be drawn. First, $\varphi$ is highly significant in all cases. Second, in the leverage SV, $\rho$ is estimated to be negative for both series, featured by $-0.3691$ and $-0.1343$. However, $\rho$ is significant only for the S&P500. That is why the leverage SV provides a significant improvement over the basic SV in terms of the marginal likelihood only for the S&P500. For the MSFT, $\rho$ is insignificant and $\ln(BF)$ of the basic SV against the leverage SV is less than 0. Although the fact that the estimated $\rho$ is much larger in indices than in stocks is in odds with the leverage hypothesis, this finding is consistent with those documented in the literature; see for example, Tauchen et al. (1996) and ABDE (2001).

The result indicates that one would conclude the absence of the leverage effect if only the leverage SV is fitted to the MSFT. As it will be clear below, this conclusion is misleading.

Third, the Spline1 SV provides a significant improvement over the leverage SV in both cases. In particular, the log-marginal-likelihood improves by 19.73 and 65.47 from the leverage SV to the Spline1 SV, indicating that the single threshold model is inadequate to explain all the asymmetry in volatility response. More interesting results emerge if one examines the estimates of $\rho_1$ and $\rho_2$. In the Spline1 SV model, $\rho_1$ is more negative than $\rho$ in the leverage SV and statistically significant for both series. On the other hand, $\rho_2$ is estimated to be positive. While not reported, the inference based on $\rho_1 - \rho_2$ suggests that $\rho_1 \neq \rho_2$ in the estimated Spline1 SV model for both series. It is rather surprising to find positive estimates for $\rho_2$. We will examine the out-of-the-sample performance of Spline1 SV in Section 4.3. While we fail to find a significant leverage effect in the leverage SV for the MSFT, we do find the strong evidence of leverage effect in Spline1 SV. Fourth, in Spline2 SV, as expected, $\rho_2$ is close to 0 with a large standard error for the S&P500. The estimates for the other two $\rho$s are similar to those in Spline1 SV. Not surprisingly, the marginal likelihood value decreases by adding one more knot to Spline1 SV. The results in the estimated Spline2 SV are slightly different for the MSFT. The estimate of $\rho_2$ is $-0.963$. While this is significantly different from zero but not significantly different from the estimate of $\rho_1$ in the same model ($-0.7541$). The marginal likelihood values of Spline1 SV and Spline2 SV indicate there is little evidence to support Spline2 SV over Spline1 SV for both series.

#### 4.2. Estimation results from weekly data

In this subsection we first fit the SV models to the weekly return series of MSFT from April 4, 1986 to December 24, 2007. Only the returns for the individual stock are selected due to the empirical results reported earlier. The number of observations is 1133 in the
return series. In this empirical exercise, $\mu_y$ is estimated but not reported to save space.

Estimation results are reported in Table 3. Several conclusions can be drawn. First, in the leverage SV, $\rho$ is estimated to be $-0.075$. As in the daily MSFT, $\rho$ is statistically insignificant. Once again the results are reinforced by a small difference in the marginal likelihood values of the basic SV and the leverage SV models. Hence, one would conclude the absence of the leverage effect if the leverage SV is fitted, consistent with the usual claim for individual stocks.

Second, the Spline 1 SV provides a significant improvement over the leverage SV model with $\ln(\text{BF}) \gg 0$. The estimated $\rho_1$ is negative ($-0.2968$) and the estimated $\rho_2$ is positive ($0.2678$). The 10% credible interval of $\rho_1$ excludes 0. This signs for estimated $\rho$s corroborate well with those in the daily data. Third, in the estimated Spline 2 SV, $\rho_1$ is close to $\rho_2$. They are both close to the estimate of $\rho_1$ in the Spline 1 SV. Also, $\rho_3$ in the estimated Spline 2 SV is close to $\rho_2$ in the estimated Spline 1 SV. Not surprisingly, adding one more knot to the Spline 1 SV decreases the marginal likelihood value. Hence, there is no evidence to support the Spline 2 SV in the weekly data.

To check the robustness of the empirical results, we fit the classical leverage SV and the Spline 1 SV to three weekly return series of Johnson and Johnson (JNJ), 3M, and Kellogg, all from April 4, 1986 to December 24, 2007. The number of observations is 1133 in all cases. To save space, we choose not to report results on the basic SV and the Spline 2 SV because both models are found to be outperformed by the Spline 1 SV.

Estimation results are reported in Table 4. Similar conclusions can be drawn from Table 4 as from Table 3. For example, in all cases, $\rho$ is statistically insignificant in the leverage SV. The Spline 1 SV provides a significant improvement over the leverage SV in all cases. The $\ln(\text{BF})$s are 13.14, 8.06 and 5.24, suggesting very strong evidence in favor of Spline 1 SV. The estimated $\rho_1$ is always very negative ($-0.5161$, $-0.4408$, and $-0.5409$) and significantly less than 0. On the other hand, the estimated $\rho_2$ is always insignificantly different from 0. Therefore, the leverage effect is found to be significant in one regime albeit not globally.
As in the weekly MSFT, the leverage effect cannot be identified in the leverage SV model but becomes prominent in Spline1 SV for all three series.

4.3. Forecasting results from weekly data

Superior in-the-sample performance does not necessarily lead to any gain out-of-the-sample. In this section, we compare the out-of-the-sample performance of the proposed model against the classical models for forecasting volatility using the four weekly return series from the last subsection, Microsoft, JnJ, 3M and Kellogg from April 7, 1986 to December 24, 2007. Three competing models, namely, the basic SV, the leverage SV and the Spline1 SV, are fitted to the return data and used to obtain one-period-ahead out-of-sample forecasts of weekly volatility.

We measure weekly volatility using the so-called realized volatility (RV) obtained from daily data. Let $RV_t$ denote the weekly RV and $p(t, k)$ denote the daily log-price. Then $RV_t$ is defined by $\sqrt{\sum_{k=1}^{N_t} (p(t, k) - p(t, k - 1))^2}$ where $N_t$ is the number of trading days in week $t$ and $p(t, 0) = p(t - 1, N_{t-1})$. The theoretical justification of RV as a measure of volatility can be found in Andersen et al. (2001) and Barndorff-Nielsen and Shephard (2002).

We split the weekly sample into an ‘in-sample’ estimation period and an ‘out-of-sample’ forecast evaluation period.
\( \rho \) is insignificant in the leverage SV in these three cases. In all cases, the improvement from the Spline 1 SV over the leverage SV is more remarkable than the difference between the leverage SV and the basic SV. The empirical result suggests that the new model not only provides a better in-the-sample fit to the data, but also gains on predicting volatility out-of-the-sample.

5. Conclusion

Using the linear spline we introduce a semiparametric SV model with time varying leverage effects. The driving factor for time varying leverage is the size and the sign of the lagged return. The model nests the basic SV and the leverage SV models. Statistical properties of the proposed model are discussed. The model is fitted to daily and weekly US index and stock returns and found to have the superior in-the-sample performance. Although one could not find a significant leverage effect in the classical leverage SV for the daily and weekly stock returns, strong evidence of leverage effect was found in the new model when the leverage effect is allowed to be time varying. Not only does the new model perform better in-the-sample, but also it yields more accurate forecasts of volatility than the classical models.

This paper focuses on models in univariate. While it is perhaps desirable to consider multivariate extensions of the proposed model, this task is beyond the scope of the current paper. It is worth pointing out there are several recent studies where alternative asymmetric multivariate SV models have been introduced (Asai and McAleer, 2009).

Appendix

To prove the theorem, we first give a lemma.

**Lemma 1.** Suppose \( X, Y \sim \text{i.i.d. } N(0, 1) \) and \( X \) and \( Y \) are independent. Define

\[
Z = \begin{cases} 
\rho_1 X + \sqrt{1 - \rho_1^2} Y, & \text{if } \infty \geq X > \tau_1 \\
\rho_{m+1} X + \sqrt{1 - \rho_{m+1}^2} Y, & \text{if } \tau_m \geq X > -\infty.
\end{cases}
\]

Then the moment generating function (mgf) of \( Z \) is

\[
\mathbb{E}(s^2) = \exp(s^2/2) \left[ \Phi(\tau_m - s\rho_{m+1}) + 1 - \Phi(\tau_1 - s\rho_1) \right] + \sum_{i=2}^m \left[ \Phi(\tau_{i-1} - s\rho_i) - \Phi(\tau_i - s\rho_i) \right].
\]

**Proof of Lemma 1.** Let \( \phi(\cdot) \) and \( \Phi(\cdot) \) be the pdf and the cdf of \( N(0, 1) \). The mgf of \( Z \) is

\[
m_Z(s) = \mathbb{E}[\exp(sz)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(sz)pdf_{X,Y}(x, y)dx dy
\]

\[
= \int_{-\infty}^{\infty} pdf_Y(y) \left[ \exp(s\sqrt{1 - \rho_{m+1}^2}) \int_{-\infty}^{\tau_m} \exp(s\rho_1 x)pdf_X(x)dx + \ldots + \exp(s\sqrt{1 - \rho_1^2}) \right]
\]

\[
\times \int_{\tau_m}^{+\infty} \exp(s\rho_1 x)pdf_X(x)dx \] dy.

Since

\[
\int_{-\infty}^{\infty} \exp(s\rho_{m+1} x)pdf_X(x)dx = \exp(s^2\rho_{m+1}/2)\Phi(\tau_m - s\rho_{m+1}),
\]

\[
\int_{\tau_1}^{+\infty} \exp(s\rho_1 x)pdf_X(x)dx = \exp(s^2\rho_1/2)(1 - \Phi(\tau_1 - s\rho_1)),
\]

we get the mgf of \( Z \). If \( \rho_i = \rho, \forall i \), this mgf becomes \( e^{s^2/2} \) which is the mgf of \( N(0, 1) \).

**Proof of Theorem 2.1.** Since \( |\phi| < 1 \), we may rewrite Eq. (5) as

\[
h_t + 1 = \gamma \sum_{j=0}^{\infty} \phi^j v_{t-j}. \]

Thus, the mgf of \( h_{t+1} \) is

\[
\mathbb{E}(s^{2i}|h_t) = \frac{1}{(2i)!} \frac{s^{2i}}{\gamma^{2i}} \mathbb{E}(\phi^{2i}|h_t).
\]

The existence of mgf for \( v_t \) implies that the variance of \( v_t \) is finite. Since \( h_{t+1} \) is a linear process with finite innovation variance, the stationarity and ergodicity are ensured if and only if \( |\phi| < 1 \).

The moments of \( h_t \) can be obtained by differentiating the log mgf. To obtain the moments of \( v_t \), note that for \( i = 1, 2, \ldots \),

\[
\mathbb{E}(\gamma_i^{2i-1}|h_t) = (\sigma^2)^{i-1} \exp \left( \frac{2i - 1}{2} h_t \right) \mathbb{E}(\epsilon_i^{2i-1}) = 0,
\]

\[
\mathbb{E}(\gamma_i^{2i}|h_t) = \sigma^{2i} \exp(\gamma_i^{2i}|h_t) = \sigma^{2i} \exp(h_t) (2i)! / (2i)!.
\]

Hence,

\[
\mathbb{E}(\gamma_i^{2i-1}|h_t) = \sigma^{2i} \exp(h_t) (2i)! / (2i)! = \sigma^{2i} \exp(h_t) (2i)! / (2i)! G(i, \rho, \gamma, \phi).
\]
When $m = 1$, $\rho = (\rho_1, \rho_2)$ and it is easy to verify that
\[
G(i, \rho, \gamma, \varphi) = \prod_{j=0}^{\infty} \left\{ \exp \left( \frac{1}{2} s^2 \gamma^2 \varphi^2 \right) \right\} \times \left\{ \Phi(sy\varphi|\rho_1) + \Phi(-sy\varphi|\rho_2) \right\}.
\]
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