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In this work, we investigate effective ways of utilizing crowdworkers in providing various urban services. The task recommendation platform that we design can match tasks to crowdworkers based on workers’ historical trajectories and time budget limits, thus making recommendations personal and efficient. One major challenging we manage to address is the handling of crowdworker’s trajectory uncertainties. In this work, we explicitly allow multiple routine routes to be probabilistically associated with each worker. We formulate this problem as an integer linear program whose goal is to maximize the expected total utility achieved by all workers. We further exploit the separable structures of the formulation and apply the Lagrangian relaxation technique to scale up computation. Numerical experiments have been performed over the instances generated using the realistic public transit dataset in Singapore. The results show that we can find significantly better solutions than the deterministic formulation, and in most cases we can find solutions that are very close to the theoretical performance limit. To demonstrate the practicality of our approach, we deployed our recommendation engine to a campus-scale field trial, and we demonstrate that workers receiving our recommendations incur fewer detours and complete more tasks, and are more efficient against workers relying on their own planning (25% more for top workers who receive recommendations). This is achieved despite having highly uncertain worker trajectories. We also demonstrate how to further improve the robustness of the system by using a simple multi-coverage mechanism.
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1 INTRODUCTION

In the past few decades and the foreseeable future, an irreversible global trend is for the majority of mankind to move to cities. As more and more large cities emerge around the globe, it is becoming evident that providing a broad spectrum of urban services sustainably would be increasingly challenging [39]. A promising approach is to enlist the help from the urban dwellers to provide some of these services (either through voluntary contributions or monetary incentives). Examples of services that are already outsourced this way include citizen sensing (i.e., asking participants...
to contribute sensor readings [14]; specific measurement examples include pollution [37], traffic congestion [34], and noise level [40]), price checks, store audits (e.g., checking shelves, store displays), logistics (package pickup and delivery) [2], crowd estimates (at movie theaters and food courts), or organizing volunteer network (either digitally [25] or physically), just to name a few.

Such outsourcing scheme can be generally regarded as the paradigm of mobile crowdsourcing, which is a rapidly growing extension to the traditional crowdsourcing paradigm. In the traditional crowdsourcing paradigm (introduced by Howe and Robinson in 2005 and elaborated in Howe [9]), task owners distribute tasks (or sub-parts, often referred to as “microtasks”) via online platforms to a distributed pool of crowdworkers, who perform these tasks for small payoffs. Driven by platforms such as Amazon Mechanical Turk and CloudFactory, this paradigm has become an integral part of many business operations and processes. It has also spawned the emergent field of human computation, where AI researchers study issues related to coordination, incentive design, process design, task assignment optimization and even ethics.

Mobile crowdsourcing is conceptually identical to its predecessor, yet it is unique in the following two ways: (a) tasks having strong location specificity (i.e., the task requires a crowdworker to physically visit one or more specific locations) and (b) tasks principally requiring the use of mobile devices/smartphones at these locations. Although still in its infancy (it is made possible only by the rapid growth of smartphone ownership), the mobile crowdsourcing paradigm is already demonstrating great promise in reducing operational cost and response time (for task owners), it also enables better utilization of crowdworkers.

Most academic research and practical deployments of mobile crowdsourcing presently employ a pull-based model. In this model, each individual worker operates independently, searching through, and selecting from, the corpus of available tasks (often with built-in proximity filters that enable them to identify jobs that are close to their current locations). As pointed out by Musthag and Ganesan [20], such pull-based embodiments of mobile crowdsourcing, as in all other forms of crowdsourcing, suffer from the phenomenon of super agents; i.e., a small percentage of crowdworkers who perform the majority of tasks. Such skew in task selection is undesirable, as many ordinary crowdworkers might drop out as a result of not having enough tasks, reducing the worker pool and thus the peak capacity of the mobile crowdsourcing platform. By examining empirical data, Musthag and Ganesan conclude that the major difference between ordinary worker agents and super agents is the latter’s ability in planning better routes and choosing tasks that fit their routes best.

To help improve crowdworker productivity via improved task selection, we introduced the TRACCS [5] framework for push-based mobile crowdsourcing. In this approach, the crowdsourcing platform utilizes a forecast of the travel path of each potential crowdworker to centrally plan for task recommendation, taking into account each mobile crowdworker’s likeliest daily routine route. Task recommendation then attempts to match workers to tasks on, or near to, their individual routes, thereby minimizing their detour. This proposed recommendation system not only enables more tasks to be completed with less time spent in detours but also distributes tasks more evenly, thus reducing the negative impacts of super agents. However, this prior work makes the simplifying assumption that each crowdworker has one and only one deterministically-known routine route.

In this paper, we extend push-based mobile crowdsourcing to incorporate a more realistic scenario, where an individual worker’s movement trajectory has inherent uncertainty (as the worker may travel on different routes on different days). Such uncertainty presents a technical challenge to effective task recommendation under the push-based model: the recommendation strategy must still recommend individual workers (modeled as independent agents) tasks that are likely to lie
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1Based on their study, 10% of most active users complete 80% of all completed tasks.
along their routine commuting routes, while accounting for and trying to mitigate the likelihood that their actual routes (on a specific day) might make it infeasible for them to perform one or more of the recommended tasks.

By studying this novel problem of multi-agent task recommendation, under stochastic spatiotemporal uncertainty, we make the following major contributions:

- First, we show that this task recommendation problem can be formulated as an integer linear programming model, assuming that each agent’s list of possible routine trajectories is finite, and governed by a known probabilistic distribution. The robustness of this model is further enhanced by incorporating a multi-coverage constraint, whereby each task is required to be recommended to a pre-determined number of distinct agents.

- Second, we develop and evaluate a combination of heuristics to address this computationally intractable problem. More specifically, we exploit the problem’s structure to decompose the problem into independent agent-specific routing subproblems (each of which can be solved very efficiently), where the global coupling constraint is relaxed using the Lagrangian relaxation framework. Applying this computationally tractable framework to representative city-scale commuting behaviors (where empirical data indicates an average of ~ 2 primary commuting routes per worker), we show that we can obtain significant improvement (around 8% – 15%) over the deterministic model that assumes only a single possible route. Moreover, this framework’s performance is almost identical to the cases where perfect information is available (i.e., where each agent’s daily routine route realization is assumed to be exactly known in advance).

- Finally, we embed our developed heuristic solver within a real-world mobile crowdsourcing platform, deployed on our campus. Using real-world field trials, we demonstrate that our push-based approach that considers routine route uncertainties can indeed significantly improve crowdworker’s efficiency, compared to a pull-based alternative. In particular, we observe that crowdworkers receiving our path-based recommendations incur fewer detours and complete more tasks; as a consequence, the top push-based workers achieve an efficiency (reward earned per unit detour) that is over 20% higher than comparable pull-based workers. In addition, our push-based workers are able to plan their task selection more in advance. Most notably, this efficiency improvement is achieved in spite of highly unpredictable routine routes (the top 5 routes capture only about 50% of the exhibited movement behaviors) traversed by students on campus. The multi-coverage mechanism is also tested, and we show that by raising coverage ratio from 1 to 4 (i.e., recommending a task to 4 distinct workers), we achieve 26% increase in task completion.

The rest of paper is organized as follows. In Section 2, we review all streams of related work. In Section 3, we describe the push-based recommendation model. In Section 4, we explain how the Lagrangian relaxation approach can be utilized to speed up the solution process. In Section 5, we present the numerical experiments demonstrating the effectiveness and efficiency of our approach. In Section 6, we discuss an implemented real-world field trial. Finally, we conclude the paper in Section 7.

2 RELATED WORK

Mobile Crowdsourcing: Recent approaches such as [1], [16], [15], and [10] have focused on a particular class of mobile crowdsourcing, called participatory sensing, with a goal of maximizing the number of assigned tasks based on agents’ current locations. For example, Kazemi and Shahabi [16] developed a centralized allocation algorithm focused on maximizing an agent’s set of allocated tasks, while satisfying a proximity constraint (which implied that some tasks could be
potentially performed by multiple agents). Sadilek et al. [24] studied a general class of problems called crowdphysics where tasks requires people to collaborate in a synchronized space and time. They reduced the problem into a graph planning problem and proposed two methods: global coordination using shortest-path algorithm and opportunistic routing based on the ranking of the time-stamped locations.

Researchers have also investigated the impact of incentives on task assignment/selection behavior in mobile crowdsourcing. Rula et al. [23] investigated the relative impacts of two different incentive mechanisms—micro-payments vs. weighted lotteries, on the task acceptance and completion rates of mobile agents (crowdworkers). The MSensing approach by Yang et al. [36] focuses on incentive design for mobile crowdsourcing tasks, employing either a Stackelberg game model (for scenarios where the reward is specified by the platform) or an auction-based agent selection mechanism (where the reward is determined through competitive bidding) to model the dynamics between the pricing of individual tasks and the willingness of each agent (task worker) to perform that task. However, this approach either considers a single task in isolation or employs a cost function (for each agent) that fails to account for the regular movement trajectory of each agent. Other work on task assignment in mobile crowdsourcing addresses questions of reliability – for example, recently Boutsis and Kalogeraki [3] seek to maximize the reliability of crowdsourcing tasks by selecting agents, subject to a task completion latency constraint.

In all of these approaches, the feasibility of task assignment is defined by the task’s proximity to the agent’s current location. In contrast, our focus is on a coordinated mechanism for task recommendation that operates over a longer time horizon (e.g., a day). We also explicitly model the inherent stochasticity (uncertainty) in individual agent trajectories and seek to minimize their task-related detours.

**Orienteering Problem & Multi-agent Task Allocation:** The planning of an agent’s route to perform tasks that maximizes utility can be seen as the Orienteering Problem (OP) or Prize-Collecting Traveling Salesman Problem. The goal is to find a route that maximizes utility while respecting budget constraints. This problem was originally defined in Tsiligirides [31] and motivated by the scheduling of a cross-country sport in which participants get rewards from visiting a predefined set of checkpoints. Since then, OP has been studied extensively by the Operations Research and AI communities and recently, Gunawan et al. [8] provided a recent survey of the OP variants, solution approaches and applications.

The closest variant of OP to our problem is the team orienteering problem (TOP), where a team of agents are scheduled to visit different locations to collect reward within a time budget [4]. However, to the best of our knowledge, none of the previous research to date on TOP actually considers the incorporation of agent-specific location information, namely the probability distribution of routine routes taken by agents. One other variant of OP is the Multi-Period Orienteering Problem with Multiple Time Windows (MuPOPTW, studied by Tricoire et al. [29]). In MuPOPTW, sales representatives need to visit a list of mandatory customers on a regular basis, while non-mandatory customers located nearby should also be considered and integrated into the current customer tours. While one may view the set of mandatory customers as the nodes on the routine routes and non-mandatory customers as the tasks in our problem, there is no predefined visiting sequence for the mandatory customers and the stochasticity of agent routine routes is not captured in that model.

Another branch of related literature is in the general area of multi-agent task allocation, which looks at task allocation in distributed environments. For example, the issue of task allocation has been studied extensively in the load balancing of distributed systems [11, 12]. When task execution
can potentially fail, there is also past research on how task allocation mechanisms can be tweaked to generate robust outcomes [21].

**Real-world Implementations:** There are already several notable systems that have demonstrated values of mobile crowdsourcing. Systems such as mCrowd [35], Twitch crowdsourcing [32] and Slide-to-X [30] provide platforms to enable various crowdsourcing tasks. Commercially, the most visible examples are Uber-like services that provide a platform for willing “part-time drivers” to offer rides to passengers. Several other applications enable smart citizen monitoring by using crowdsourcing for, e.g., detecting potholes [18], mapping noise [22] and pollution [26] in urban areas, and monitoring road traffic [19, 28]. Several instances of paid mobile crowdsourcing start-ups have also emerged commercially including FieldAgent2, GigWalk3, and NeighborFavor4. They pay workers a few dollars for microtasks such as price checks, product placement checks in stores, and location-aware surveys. Our real-world deployed system focuses on two core problems of all these systems: (1) assigning or recommending location-specific tasks to workers, and (2) exploring the relationship between worker behavior (e.g., accept/reject a task, time taken to choose the right task) and attributes of the tasks (e.g., rewards and locations).

**Task Acceptance & Completion Behavior:** Limited studies have explored the relationship between task attributes and worker behavior, especially for the crowdsourced execution of location-dependent tasks. Wang et al. [33] studied the task completion times of online tasks (posted on Amazon Mechanical Turk), and established a power-law relationship between task completion times and task-related features, such as the type of the task, the task price and the day the task was posted. Alt et al. [1] used an independently developed mobile crowdsourcing platform to discover a variety of worker preferences, including preference for performing tasks before and after business hours or involving relatively simple chores (e.g., taking pictures). More recently, Thebault-Spieker et al. [27] conducted studies on the relationship between task pricing and location, at city-scale, and showed that workers preferred to perform tasks with lower detours and that were outside economically-disadvantaged areas.

In contrast to this body of academic work on task recommendation and experimental studies on city-scale worker behavior, our focus is to empirically investigate the human dynamics of mobile crowdsourcing in an urban campus-like setting, and to uncover key behavioral differences arising from the use of push vs. pull models for task recommendation and selection.

### 3 THE MODEL

As mentioned in Section 1, we are interested in creating models for recommending tasks to mobile crowdworkers with known routine route distributions, so as to maximize the expected total rewards collected by all agents. The major parameters guiding the task recommendation for each individual agent are the maximal amount of detour time allowed, the routine route that specifies the list of nodes each agent needs to traverse in order, and the probability distribution over a collection of routine routes (if this agent has multiple routine routes).

Mathematically speaking, this can be viewed as a specialized routing problem with time budget constraint and routine route requirement, and can be modeled as a variant of the well-known orienteering problem (OP). The classical OP can be seen in Figure 1a. In the classical OP, usually the requirement is for an agent to begin his trip from a given origin $O_1$, and to end at a given destination $D_1$. An agent can visit any node in-between $O_1$ and $D_1$ and incur corresponding link travel costs; yet he cannot exhaust his time budget before reaching $D_1$. The objective is for an
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individual agent to maximize value collected at visited nodes (each node comes with a different value). The OP variant for the mobile crowdsourcing problem with deterministic routine route (for easy explanation) can be seen in Figure 1b. There are two major differences when compared to the classical OP in Figure 1a: 1) there are multiple agents involved, and the planner aims to optimize the sum of all agent’s values; and 2) for each agent, a routine route is specified, and its partial order needs to be followed. The routine routes in Figure 1b are characterized by $O_i$, $D_i$, and $M_i$, which represent origin, destination, and intermediate stop respectively (e.g., in Figure 1b, agent 1 needs to follow $O_1 - M_1 - D_1$, while agent 2 needs to follow $O_2 - M_2 - D_2$). Although there is only one intermediate stop for agents 1 and 2, in general, it is possible to have multiple intermediate stops in an agent’s routine route. As in the classical orienteering problem formulation, we assume that all nodes can be visited at most once.

![Fig. 1. Illustrations of OP variants.](image)

To model uncertainty on agent’s routine route, we assume that each agent may take one of multiple routes with a known probability distribution. The objective is to optimize the sum of each agent’s expected collected values. For the rest of the section, we will introduce an integer linear programming (ILP) formulation for the problem of mobile crowdsourcing with routine route uncertainty.

Note that our solution approach generates task recommendations for agents prior to the realization of actual routes taken. Such approach requires no agent inputs, and thus can reduce agent’s cognitive burden in picking tasks; such approach is thus superior to the alternative where an agent has to first specify a deterministic route, before receiving task recommendation (this was the model in Chen et al. [5]).

### 3.1 Notations

We follow the classical notations used in formulating routing and orienteering problems. The list of notations can be found in Table 1.

Besides these notations, we have the following four sets of decision variables:

- $y_{ik} \in \{0, 1\}$: set to 1 when task $i$ is recommended to agent $k$.
- $x_{ijk}^m \in \{0, 1\}$: set to 1 when agent $k$ moves from nodes $i$ to $j$ when the realized routine route is $m$.
- $u_{ik}^m \in \{0, \ldots, N\}$: indicates the visit order of node $i$ for agent $k$, when the realized routine route is $m$. 
Table 1. Notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>the set of locations which comprise both the agent routine nodes and the task nodes</td>
</tr>
<tr>
<td>$N_t$</td>
<td>the set of task nodes</td>
</tr>
<tr>
<td>$t_{ij}$</td>
<td>$i, j \in N$ and $i \neq j$, travel time to move from $i$ to $j$</td>
</tr>
<tr>
<td>$K$</td>
<td>the set of agents</td>
</tr>
<tr>
<td>$M_k$</td>
<td>the set of agent $k$’s routine routes</td>
</tr>
<tr>
<td>$\beta_m^k$</td>
<td>$m \in M_k$, the probability that agent $k$ would use route $m$</td>
</tr>
<tr>
<td>$R_k$</td>
<td>the collection of all nodes in agent $k$’s route</td>
</tr>
<tr>
<td>$o_k^m$</td>
<td>the origin of agent $k$’s route $m$</td>
</tr>
<tr>
<td>$d_k^m$</td>
<td>the destination of agent $k$’s route $m$</td>
</tr>
<tr>
<td>$p_{ik}^m$</td>
<td>the visit order for node $i \in R_k^m$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>$i \in N_t$, task $i$’s reward</td>
</tr>
<tr>
<td>$e_i$</td>
<td>$i \in N_t$, task $i$’s required execution time</td>
</tr>
<tr>
<td>$b_k^m$</td>
<td>the upper bound of the total detour time along route $m$ for agent $k$</td>
</tr>
</tbody>
</table>

- $z_{ik}^m \in \{0, 1\}$: set to 1 when agent $k$ fails to complete recommended task $i$, when the realized routine route is $m$; if task $i$ is not recommended to agent $k$ in the first place, $z_{ik}^m$ is set to 0 for all $m \in M_k$.

Note that the first set of decision variables, $y_{ik}$, is planner’s recommendation decision; while the rest of decision variables are used for evaluating the outcome of the recommendation under different routine route realizations for each agent.

3.2 Integer Linear Programming Formulation

The objective of the ILP formulation is to maximize expected total rewards earned by all agents, considering uncertainties over their routine routes. The quantity $y_{ik}(1 - \sum_{m \in M_k} \beta_m^k \cdot z_{ik}^m)$ refers to the probability that a task $i$ can be finished, if it is recommended to agent $k$ (i.e., if $y_{ik}$ is set to 1). Hence, the objective is to:

$$\max \sum_{i \in N_t} s_i \sum_{k \in K} y_{ik} \left(1 - \sum_{m \in M_k} \beta_m^k \cdot z_{ik}^m\right).$$  (1)

The above objective function is not linear, and in the next subsection, we will propose a linearized model.

Constraint (2) ensures that each task is recommended to at most one agent.

$$\sum_{k \in K} y_{ik} \leq 1, \quad \forall i \in N_t.$$  (2)

All other constraints are at agent-route level $(k, m)$, i.e., for each agent, $k \in K$, and for each of his routine route realization, $m \in M_k$, the same set of constraints applies. These constraints are explained as follows.

The first group of constraints ensures that flows are consistent at all nodes. In particular, (3) specifies that inflow and outflow at any node $d$ must be balanced (except for the origin and destination nodes). (4) specifies that all routine nodes must be visited exactly once, while all other...
nodes can be visited by at most once.

\[
\sum_{i \in N} x_{idk}^m = \sum_{j \in N} x_{djk}^m, \quad \forall d \in N \backslash \{o_k^m, d_k^m\}, \quad (3)
\]

\[
\left\{ \begin{array}{l}
\sum_{j \in N} x_{djk}^m \leq 1, \\
\sum_{j \in N} x_{djk}^m = 1, \\
\sum_{i \in N} x_{idk}^m = 1,
\end{array} \right. \quad \forall d \in N \backslash R_k^m, \quad (4)
\]

\[
\begin{cases}
P_{jk}^m - P_{jk}^m \geq P_{ik}^m - P_{jk}^m, \\
(i = o_k^m), \\
\forall i, j \in N.
\end{cases} \quad (7)
\]

\[
\begin{cases}
\delta_{ik}^m = y_{ik} \cdot z_{ik}^m.
\end{cases} \quad (8)
\]

\[
\begin{cases}
z_{ik}^m \geq 1 - \sum_{j \in N} x_{ijk}^m, \\
\forall i \in N_t.
\end{cases} \quad (9)
\]

### 3.3 Linearization

As noted earlier, the objective function (1) is nonlinear, as it includes multiplicative terms composed of \(y_{ik}\) and \(z_{ik}^m\), both of which are decision variables. We would linearize (1) by introducing \(\delta_{ik}^m\) to replace \(z_{ik}^m\):

- \(\delta_{ik}^m\) is set to 1 if task \(i\) is recommended to agent \(k\), yet cannot be completed when the realized routine route is \(m\), and 0 otherwise. In other words, \(\delta_{ik}^m = y_{ik} \cdot z_{ik}^m\).

With \(\delta_{ik}^m\), we can rewrite (1) as:

\[
\max_{i \in N_t} \sum_{k \in K} s_k \sum_{m \in M_k} \left( y_{ik} - \sum_{m \in M_k} \beta_{km} \cdot \delta_{ik}^m \right). \quad (10)
\]

To characterize \(\delta_{ik}^m\), we would rewrite (9) for all \((k, m)\) as:

\[
\delta_{ik}^m \geq y_{ik} - \sum_{j \in N} x_{ijk}^m, \quad \forall i \in N_t. \quad (11)
\]

With the above modifications, the formulation is now linear, and can be solved as an ILP using standard commercial solvers such as CPLEX.

In this ILP formulation, we assume that each task is recommended to at most one agent. As agents might choose to ignore the task recommendation for various reasons, such single-agent recommendation scheme might not be robust in terms of task completion. In the following subsection,
3.4 The Multi-Coverage Extension

As noted in the Introduction, an agent is more likely to accept a task if it lies along his routine route(s). In other words, the agent may choose to skip a recommended task if his realized routine route forbids him from completing the task (the computed recommendation plan maximizes expected reward, and some task recommendation might not be feasible for a particular route). To increase the robustness of the recommendation plan without making the model much more complicated, we require that each chosen task be recommended to at least \( \eta \) agents, where \( \eta \) is a given parameter. In such robust planning scheme, we will either recommend \( \eta \) agents to a task, or not assign the task if this is not possible. To achieve this, we would introduce two additional classes of decision variables:

- \( v_i \in \{0, 1\} \): set to 1 if this task is recommended to \( \eta \) agents, 0 otherwise.
- \( w_{ik}^m \in \{0, 1\} \): variable for linearization, representing \( v_i \cdot \delta_{ik}^m \).

To realize this extension, the objective function (10) is rewritten as (12), and the assignment constraint (2) is rewritten as (13). (11) also needs to be included. To linearize \( (v_i \cdot \delta_{ik}^m) \) with \( w_{ik}^m \), which appears in the modified objective function (12), we need the set of constraints (14). Finally, to ensure that we only assign task \( i \) to agent \( k \) when task \( i \) can at least be completed by one of agent \( k \)'s route, we also need to include constraint (15). In other words, for every tuple \((i, k)\), if \( y_{ik} = 1 \), \( \delta_{ik}^m = 0 \) for at least one \( m \in M_k \).

\[
\begin{align*}
\max & \sum_{i \in N_t} s_i \left( v_i - \sum_{k \in K} \sum_{m \in M_k} \frac{\beta_k^m \cdot w_{ik}^m}{\eta} \right), \\
\text{s.t.} & \sum_{k \in K} y_{ik} = \eta \cdot v_i, & \forall i \in N_t, \\
& y_{ik} \leq v_i, & \forall i \in N_t, k \in K, \\
& w_{ik}^m \leq v_i, & \forall i \in N_t, k \in K, m \in M_k, \\
& w_{ik}^m \leq \delta_{ik}^m, & \forall i \in N_t, k \in K, m \in M_k, \\
& w_{ik}^m \geq v_i + \delta_{ik}^m - 1, & \forall i \in N_t, k \in K, m \in M_k, \\
& \sum_{m \in M_k} \delta_{ik}^m \leq y_{ik}(|M_k| - 1), & \forall i \in N_t, k \in K.
\end{align*}
\]

3.5 Scalability of the Model

Our proposed ILP model is a variant of the orienteering problem, which is a well-known NP-hard problem \cite{7}. As such, although the above ILP model can be solved exactly using CPLEX, it will not scale to even moderate sizes. Yet we introduce this exact model for two purposes: 1) to provide the problem structure for use by our proposed Lagrangian relaxation heuristic (to be described in Section 4); and 2) to provide an experimental benchmark for the heuristic.

To make the ILP model more scalable, we propose the following performance-boosting preprocessing procedures on the data without affecting the optimality of the model.

- For each subproblem pair \((k, m)\), we remove all tasks that cannot be reached within the given detour time. Therefore, instead of using global node sets \( N \) and \( N_t \) in \((k, m)\)-level constraints, we would use \((k, m)\)-specific node sets \( N_k^m \) and \( N_{ik}^m \).
With these preprocessing steps, we are now ready to formally introduce the Lagrangian relaxation approach. All constraints except (11) remain the same. By observing the problem structure, we can further decompose the Lagrangian dual problem after the dualization of difficult constraints. This decomposition can further improve the efficiency of our LR algorithm.

4 LAGRANGIAN RELAXATION

Lagrangian relaxation (LR) is a well-known approach for solving difficult combinatorial problems. The key idea of the LR approach, as pointed out by Fisher [6], is that “many difficult integer problems can be viewed as easy problems complicated by a relatively small set of side constraints.” By moving these constraints to the objective function (i.e., dualizing these side constraints), we can provide a better lower bound (for minimization problems). LR is particularly powerful if the optimization problem allows further decomposition after the dualization of difficult constraints.

In our ILP formulation, (11) is the set of complicating constraints that couples all subproblems together; therefore, we choose to dualize this set of constraints. Following the convention in the standard LR literature, we define \( \lambda = \{ \ldots, \lambda^m_{ik}, \ldots \} \) to be the vector of Lagrangian multipliers associated with constraints in (11) (indexed as \((k, m, i)\)), and convert the objective function to be a minimization function. By construction, the objective function value of the Lagrangian dual problem will always be greater than or equal to the original objective function value (the primal). If the LP algorithm converges, the primal and the dual values should be identical.

Denote the Lagrangian dual problem as \( \min L(\lambda) \), with the following objective function:

\[
\min \sum_{i \in N_t} s_i \left( \sum_{k \in K} \sum_{m \in M_k} \frac{\beta^m_k \cdot w^m_{ik}}{\eta} - v_i \right) + \sum_{i \in N_t} \sum_{k \in K} \sum_{m \in M_k} \lambda^m_{ik} \left( y_{ik} - \delta^m_{ik} \right) - \sum_{i \in N_t} \sum_{k \in K} \sum_{m \in M_k} x^m_{ik}. \tag{16}
\]

All constraints except (11) remain the same. By observing the problem structure, we can further decompose \( L(\lambda) \) into two different classes of subproblems. The first subproblem class is the assignment subproblem, which decides how tasks should be recommended to individual agents (involves only \( y_{ik} \)); the second subproblem class is the routing subproblem, which finds the exact node visit sequence for each \((k, m)\) tuple (involves only \( x^m_{ik} \)). As subproblems can be solved independently, this decomposition can further improve the efficiency of our LR algorithm.

There is only one assignment subproblem in our formulation, we denote it as \( g(\lambda) \) and define it as:

\[
\min \sum_{i \in N_t} s_i \left( \sum_{k \in K} \sum_{m \in M_k} \frac{\beta^m_k \cdot w^m_{ik}}{\eta} - v_i \right) + \sum_{i \in N_t} \sum_{k \in K} \sum_{m \in M_k} \lambda^m_{ik} \left( y_{ik} - \delta^m_{ik} \right), \tag{17}
\]

\[
\delta^m_{ik} \leq y_{ik}, \quad \forall i \in N_t, m \in M, k \in K, \tag{18}
\]

with constraints (13) and (14). (18) is included to further tighten this subproblem such that incompletion penalty will only be imposed if the task is recommended.

The routing subproblem is defined for each \((k, m)\) tuple; therefore, the total number of routing subproblems is \( \sum_{k \in K} |M_k| \). For each \((k, m)\) tuple, let \( f^m_k(\lambda^m_k) \) be the corresponding routing subproblem, where

\[
\lambda^m_k = \{ \ldots, \lambda^m_{i-1,k}, \lambda^m_{i,k}, \lambda^m_{i+1,k}, \ldots \}.
\]
and $f^m_k (\lambda^m_k)$ is defined to optimize:

$$\min - \sum_{i \in N_t} \lambda^m_{ik} \sum_{j \in N} x^m_{ijk},$$

subject to constraints (3) – (8).

### 4.1 Subgradient Descent Algorithm

The Lagrangian dual problem is solved by using the following subgradient descent algorithm:

**Algorithm 4.1. Subgradient Descent Algorithm**

- **Initialization**: Set iteration $t = 1$. Set $\lambda_t$ to be all zeros.
- **Iteration** $t \geq 1$:
  1. **Solving Duals**: Solve all subproblems given $\lambda_t$. The dual objective function value is computed by summing up objective values from all subproblems, i.e.,

$$L(\lambda_t) = g(\lambda_t) + \sum_{k \in K} \sum_{m \in M_k} f^m_k (\lambda^m_{k,t}).$$

  2. **Primal Extraction**: To obtain the primal objective function value corresponding to the current dual solution (which might not be feasible in the primal problem), we insert the routing dual solutions $\{x^m_{ijk}\}$ back into the original problem and execute the optimization. In other words, we optimize (12) subject to the same set of primal constraints (11) – (15). The primal value (used in the next step) is set to be the negative of the obtained objective value so that it is comparable with the dual value.

  3. **Updating Lagrangian Multipliers**: Lagrangian multipliers are adjusted according to the degree of constraint violation; for violated (satisfied) constraints, the values of corresponding multipliers should be increased (decreased) accordingly. We adopt a well-known adaptive multiplier adjustment formula appeared in Fisher [6]:

$$\lambda^m_{ik,t+1} := \max\{0, \lambda^m_{ik,t} + \alpha_t (y_{ik} - \delta^m_{ik} - \sum_{j \in N} x^m_{ijk})\},$$

where $\alpha_t$ represents the update step size, and is defined to be adaptive to both the duality gap and the solution quality (the magnitude of constraint violation):

$$\alpha_t = \frac{\mu_t (F^* - L(\lambda_t))}{\sum_{i \in N_t, k \in K, m \in M_k} (y_{ik} - \delta^m_{ik} - \sum_{j \in N} x^m_{ijk})^2},$$

where $\{(x^m_{ijk}), \{y_{ik}\}, \{\delta^m_{ik}\}\}$ are obtained by solving dual subproblems, $F^*$ is the best primal value seen so far, and $L(\lambda_t)$ represents dual value obtained in iteration $t$. $\mu_t$ is in the range of (0, 2], and is defined as:

$$\mu_t = \begin{cases} 
2, & t = 0, \\
0.5 \mu_{t-1}, & \text{if } L(\lambda_t) \text{ is non-improving for } \kappa \text{ iterations.}
\end{cases}$$

4. **Termination**: The search process terminates either when the allocated time is up or the duality gap (i.e., $F^* - L(\lambda_t)$) is below certain threshold. In our implementation, we observe both termination conditions.
4.2 Speeding Up LR Implementation

The LR subproblems are independent of each other, as such, they can be solved in parallel. The performance of our LR heuristic thus depends on how subproblems are solved (slowest subproblem dictates overall solution time). The baseline approach for solving both the assignment and the routing subproblems is to optimize the mathematical programming models described in the earlier part of this section. In implementation, we utilize heuristics for both subproblems to boost performance.

The assignment subproblem can be solved exactly and efficiently using a greedy algorithm. This greedy algorithm is designed to exploit the fact that each and every task is considered independently, and all routing-related considerations (visit orders and detour times) are handled separately.

Algorithm 4.2. A Greedy Algorithm for the Assignment Subproblem

For each task \(i\), compare the case where \(v_i = 0\) (not performing the task) and \(v_i = 1\) (performing the task). For \(v_i = 0\), the objective value is trivially zero. For \(v_i = 1\), compute the best achievable objective value as:

\[
\sum_{m \in M_k} \left( \lambda_{ik}^m + \delta_{ik}^m \left( \frac{s_i \cdot \beta_k^m}{\eta} - \lambda_{ik}^m \right) \right),
\]

where we set \(\delta_{ik}^m = 1\) if \(\left( \frac{s_i \cdot \beta_k^m}{\eta} - \lambda_{ik}^m \right) < 0\) (because (17) is a minimization problem).

(2) Sort all agents according to their contributions in ascending order. Choose the first \(\eta\) agents and set \(y_{ik} = 1\) for these \(\eta\) agents. The objective value for task \(i\) can be computed by summing contributions for these \(\eta\).

If the objective value for \(v_i = 1\) is negative, set \(v_i = 1\), otherwise set \(v_i = 0, y_{ik} = 0, \delta_{ik}^m = 0\) for all \(k \in K, m \in M_k\).

Proposition 4.3. Algorithm 4.2 always finds optimal solution.

Proof. In Step (2) of Algorithm 4.2, if we replace any of the \(\eta\) agents, the objective value will only increase, leading to a suboptimal solution. Similarly, in Step (1) of Algorithm 4.2, the objective value will only increase if \(\delta_{ik}^m\) is set differently.

Therefore, Algorithm 4.2 will always find the optimal assignment.

The routing subproblem, on the other hand, cannot be solved so efficiently, and are the major performance bottleneck. To investigate the trade-off between the optimality and the time performance, we define the following two LR variants based on how the routing subproblems are solved:

- **LR-Exact**: Routing subproblems are solved exactly by pure enumeration. Pure enumeration is the preferred approach in most instances since with reasonable detour limit (say up to 30%), the number of feasible tasks will be small enough such that pure enumeration will outperform regular routing algorithm; a threshold can be set for the solver to switch to regular router if the number of feasible tasks is too large.

- **LR-Greedy**: Routing subproblems are solved using a simple greedy heuristic: an agent starts with the routine route \(m\), and repeatedly try to evaluate the gain of inserting one of the remaining tasks into all potential slots; of all possible (task, slot) combinations, the best is chosen (thus greedy). There is no optimality guarantee, but it can solve routing subproblems very efficiently.

The **LR-Greedy** heuristic is very efficient, and can finish within \(O(|R^m_k| \cdot |N_t|)\) even in the worst case (when there is no limit on worker’s detour time). The **LR-Exact** algorithm, on the other hand,
can perform very poorly as it simply enumerates all feasible task combinations. For smaller detour limits (e.g., the 30% as mentioned above), this might not be an issue. But for higher detour limits, the LR-Exact approach will experience exponential execution time growth in the number of tasks, and will not be scalable.

In the next section, we will empirically evaluate the effectiveness and efficiency of both approach, and quantify whether the quality and time trade-off of the LR-Greedy heuristic is worthwhile.

5 NUMERICAL EXPERIMENTS

The ILP model and the two LR heuristics have been introduced in Sections 3 and 4, with these, we have addressed the first major contribution of the paper: modeling task recommendation under route uncertainty using the ILP model and coming up with efficient heuristics. In this section, we investigate the computational properties of these approaches using synthetic datasets. These investigations will help us understand the performance trade-offs we would face when deploying our recommendation engine for real-world field trials (to be reported in the next section).

More specifically, we investigate the performance of our LR heuristics from the following two perspectives:

- LR heuristics versus the exact approach: To understand the trade-offs between computational efficiency and solution quality, we solve the same problem instances using both our LR heuristics and the ILP model (which returns the true optimum). This evaluation can only be conducted for small instances due to the complexity of solving the ILP model.

- LR heuristics versus deterministic heuristics: To understand the benefits of modeling route stochasticity explicitly, we compare the performance of the LR heuristics against two deterministic heuristic approaches. One is a push-based deterministic model proposed in [5]; the other is a pull-based proximity approach that emulates current best practices. We use a city-scale network topology to perform this comparison.

5.1 LR Heuristics versus the Exact Approach

The purpose of this evaluation is to compare LR-Exact and LR-Greedy to the exact ILP model, both in terms of solution quality and computational time. Test instances are generated randomly with parameters $(K, N_t, N)$, where $K$ refers to the number of agents, $N_t$ refers to the number of task nodes, and $N$ refers to the total number of nodes in the network. Each agent is assumed to have two routine route candidates, where all routes have 5 nodes and are selected with equal probability. The coordinates of all nodes are generated uniformly randomly on a grid network. The distance between all pairs of nodes are Euclidean distance.

Table 2. LR heuristics vs. ILP: on both quality and time.

<table>
<thead>
<tr>
<th>$(K, N_t, N)$</th>
<th>ILP</th>
<th>LR-Exact</th>
<th>LR-Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Gap</td>
<td>Time</td>
</tr>
<tr>
<td>(2,4,40)</td>
<td>0.8s</td>
<td>0%</td>
<td>0.09s</td>
</tr>
<tr>
<td>(4,8,80)</td>
<td>22.9s</td>
<td>0%</td>
<td>0.2s</td>
</tr>
<tr>
<td>(8,16,80)</td>
<td>6558s*</td>
<td>0.06%</td>
<td>14.8s</td>
</tr>
</tbody>
</table>

*: We cut off CPLEX solver as the optimality gap is only 0.06%.

Our evaluation is summarized in Table 2. The gap is percentage from the optimum obtained via solving the ILP model exactly. From these small testing instances, we can see that both LR heuristics can produce close-to-optimum solutions very quickly. But examining the results closer,
we can see that the efficiency of LR-Exact and LR-Greedy can potentially be different by one to two orders of magnitude.

5.2 LR Heuristics versus Deterministic Heuristics

To empirically quantify the benefits of generating recommendations considering routine route uncertainties, we introduce the following two deterministic heuristic baselines to compare with:

- **Deterministic-ILS**: Following the deterministic model and the iterated local search (ILS) heuristic proposed by Chen et al. [5], we designate each agent’s routine route to be the route with highest probability. We denoted this baseline as DILS.

- **Proximity-Based Approach**: This heuristic emulates how most pull-based mobile crowdsourcing platforms work nowadays. At each decision epoch, the agents who are available will be given the opportunity to pick desired tasks based on proximity. We denoted this baseline as Proximity.

The network used in this evaluation is based on the actual public transit network in Singapore (4,296 nodes and 10,129 edges), which contains all stops from the metro and bus services. All-pair-shortest distance matrix is computed a priori. To reflect the heterogeneous travel patterns of agents, we include two types of agents: 80% of normal agents who commute back and forth between fixed locations (e.g., home and office), and 20% of freelancers whose routine routes have randomly chosen origin and destination nodes. For both agent types, the origin nodes are randomly picked from the non-central zones, while the end nodes are from the central zones (reflecting a commuting pattern from “home” to “office”). Two routes are constructed for each agent as follows: (i) the shortest path between the chosen origin and destination, and (ii) the path with the least number of stops. The probability distribution over agent k’s two routes follows Bernoulli distribution with parameter $\alpha_k$, where $\alpha_k$ is sampled uniformly from (0, 1). Locations of tasks are generated according to the distribution $(p_r, p_h)$, where $p_r$ and $p_h$ refer to the ratio of tasks in the non-central and the central zones. For the synthetic instances, half are generated with $(p_r, p_h)$ equals: (60%, 40%), while the rest with (40%, 60%). Each task is associated with a fixed utility value of 100.

The results for this section are summarized in Table 3, categorized using different detour limits for the tuple $(K, N_t, N) = (20, 30, 160)$, where 20 synthetic instances are randomly generated for every detour limit category using the above scheme. For each synthetic instance, all approaches are engaged to produce their respective task recommendation plans, which are then evaluated by 1000 routine route realizations. For each sampled route realization, we compute the percentages of tasks that can be accomplished for recommendation plans generated by all approaches (subject to the specified detour limit). For each approach, we then compute the average task completion percentage over 1000 route realizations and treat it as the performance of the approach.

To provide an estimated upper bound on the task completion percentage for each synthetic instance, we assume that the routine route realization is known during the evaluation phase and we solve the recommendation problem using DILS. This value is then used as the comparison baseline.
The reported gaps in Table 3 are all relative to this estimated bound (in other words, the smaller the better). Although the estimated bounds are obtained with perfect information on route realization, due to the heuristic nature of DILS, there are cases (denoted with *) where the LR-Exact approach outperforms the estimated bounds.

From Table 3 we can clearly see the advantage of considering route uncertainties: both LR-Exact and LR-Greedy are able to obtain significantly smaller gap compared to deterministic alternatives. The advantage of push-based approach (DILS) over pull-based approach (Proximity) is also significant, which is consistent with previously reported results. We repeat similar experiments with a wide range of tuples \((K, N_t, N)\), and in all instances, LR-based approaches outperform deterministic alternatives, and the advantages of our LR heuristics increase further as we tighten detour limits.

In terms of scalability, LR-Exact does not scale well. Without parallelization, LR-Exact takes more than 9 hours to solve \((100, 200, 600)\) instances, which is of moderate size. LR-Greedy, on the other hand, is much more scalable. In Figure 2a, we fix \(K\) at 500 and increase \(N_t\) from 500 to 2500; in Figure 2b, we fix \(N_t\) at 1000 and increase \(K\) from 200 to 1000. From both figures, we empirically observe that runtime scales linearly in \(K\) and \(N_t\).

6 **TA$KER$ : A REAL-WORLD MOBILE CROWDSOURCING PLATFORM**

The applicability of our recommendation engine is put to test in a campus-scale mobile crowdsourcing platform called TA$KER$. TA$KER$ is designed to allow students to register as crowdworkers, and a wide variety of tasks are designed and distributed via the platform. These tasks can be categorized into the following four categories:

1. Discrete valued multiple choice: workers have to select from a predefined set of values. Example: *Is the male toilet at the second level of the Science building clean?* Yes / No.
2. Counting-based: workers have to select from a predefined set of numerical values. Example: *How many people are queuing at the coffee shop?* 0–10.
(3) Picture-based: workers are required to upload task-specific images using their smartphones. Example: *Snap a picture of the promotion sign currently hanging in front of the Men’s Grooming section at the Watsons store on campus.*

(4) Free text-based: workers are to type in their answers as text. Example: *Tell us the price of AXE body spray sold at the Watsons store on campus.*

The TA$Ker platform is made possible by a number of front-end and back-end software components (see Figure 3). Task Recommender is the component that implements our LR heuristics, and the most important supporting component is the Route Predictor, which provides the probability distribution of routine routes for all participating students based on their historical movement traces. In the interest of this paper, we will only explain how the Route Predictor works (rest of the details of the TA$Ker platform can be found in Kandappu et al. [13]).

### 6.1 The Route Predictor

The movement models of all participating students are constructed using on-campus mobility traces collected in the months of August and September in 2015. Although trajectory mining from mobility traces has been studied extensively recently [38], the route prediction problem in our setting is relatively unique as our campus environment is mostly indoors. As such, we rely on Wi-Fi-based indoor localization techniques to track all student participants.

The mobility traces data consists of a series of tuples of the form `<participantID, locationID, timestamp>`, where the `participantID` is an anonymized ID representing a hash of the Wi-Fi MAC identifier of a Wi-Fi connected device and `locationID` refers to a location coordinate (successive coordinates are separated by a distance of 3 meters) in one of five academic buildings on our campus and a publicly accessible underground concourse connecting these buildings. The location data is obtained via a server-side Wi-Fi fingerprinting technique (employing the same location tracking approach as the one studied by Khan et al. [17]), and provides a median accuracy of 6-8 meters;
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Due to limitations on the commercial Wi-Fi infrastructure, the location updates occur sporadically, with a mean interval of approximately 3 minutes.

With these mobility traces, we create the following three-stage process to transform the raw data into routes:

1. **Extract Reference Location:** We first sort each user’s raw mobility data chronologically and calculate the amount of time spent in each location within every non-overlapping 30-minute time segment throughout the day. We then rank locations based on the amount of time spent and this process is repeated over all 30-minute time segments.

2. **Construct Transition Graph:** Once reference locations are extracted, a transition graph is constructed to find out all the possible routes a user can take within a time window (e.g., for 9am – 12pm), and attach each route with a corresponding probability. In the graph, each node \( R^t_i \) represents the reference location \( i \) in time segment \( t \), and a directed edge \( e^t_{i,j} \) can only exist from time \( t \) to \( t+1 \), indicating a user’s transition from location \( i \) to \( j \) between two consecutive time segments. Note that it is possible that \( i = j \), which implies that a user dwells at the same location. Each edge comes with a probability \( p \), which is estimated from the raw data, and is essentially the normalized dwell time over the entire set of this user’s destinations in time \( t+1 \).

3. **Generate Route Prediction:** Using the transition graph, the likelihood of each route can be calculated by multiplying all edge probabilities along this route. To focus on only the most probable routes, only top \( k \) routes are chosen per user. Note that these identified routes contain only “reference locations”, which might be some distance apart. The real walk paths are generated by applying standard shortest path algorithm for all connected reference location pairs. The value of \( k \) in our experiments is set to 5, as the top 5 routes can explain more than 50% of all transitions for 85% of users.

For example, consider a user \( u \). To predict his route on a typical Monday between 9am and 11am, the algorithm considers the past mobility traces of user \( u \) on Mondays and finds reference locations in all the 30-minute time segments (four time segments for our example). The extracted reference location \( R^t_i \) is denoted as reference location \( i \) in the \( t^{th} \) time segment and the weight of \( R^t_i \) is defined as normalized stay time of location \( i \) over the total stay time in time segment \( t \).

The transition graph is then generated (see Figure 4a), with the transition probability from node \( R^t_i \) to \( R^{t+1}_j \) defined as the weight of node \( R^{t+1}_j \). Global route likelihood is then calculated as the

Fig. 4. Figures depicting (a) a sample transition graph and (b) prediction accuracy of the route generator.
6.1.1 Prediction Accuracy. The accuracy of our prediction is evaluated based on the mobility traces of students who installed our App. We split our data into two parts for training and testing. The training data comes from the last week of August and the first three weeks of September, and the testing data comes from the last week of September. For each weekday (Monday to Friday), a transition graph is constructed for each user based on four weekdays in August/September. The generated predictions for each weekday in the last week of September are then compared against the ground truth. We observe that our prediction algorithm achieves 68% precision and 75% recall.

In Figure 4b, we plot how $k$’s value affects the fraction of transitions covered on the per user basis (for the primary $Y$-axis, we plot the fraction of users who have more than 50% of the transition coverage over $k$). The same figure also depicts how the $k$ value affects the transitions covered in total for the whole system (for the secondary $Y$-axis, we plot the fraction of total transition coverage of the system). The value of $k$ in our experiments is set to 5, as the top 5 routes can explain more than 50% of all transitions for 85% of users.

6.2 User Study Details

Results presented here are obtained from a user study conducted with student participants on our university campus. All experimental studies are conducted with approval from our Institutional Review Board on campus. As part of the study, we recruited 160 students, who were briefed on the functionalities of the App (but not told about the push vs. pull modes of task recommendation). To protect privacy, we did not extract any personally identifiable information such as name, date of birth, age and contact details. We then asked the students to perform tasks using our App at various locations on campus. The trials were conducted over a two-week period from September 23 – October 2, 2015. During the trial, each student was free to use the TA$Ker$ App to perform any task that was in her list of Available Tasks.

To study the relative efficacy of push vs. pull models, 160 students were randomly and equally divided into the “Push” class and the “Pull” class. For students belonging to the “Push” class, they were provided task recommendations tailored to their predicted routes. In contrast, for students in the “Pull” class, they were able to see the entire set of available tasks, and have to make their own task selection. The user study was governed by several important parameters:

* **Task Time Windows:** To accommodate student’s typical daily schedule, each day was divided into three 3-hour time windows: (a) 9am – 12pm, (b) 12pm – 3pm, and (c) 3pm – 6pm. New tasks were loaded into the App at the beginning of every new time window (i.e., at 9am, 12pm, and 3pm). Any task not completed by the end of its time window was considered expired and was removed from the list of available tasks.

* **Reward per Task:** As our study did not focus on incentive design, we adopted a flat reward structure: every successfully completed task resulted in an earning of $1.

* **Maximal Tasks per Time Window:** Each student was allowed to perform at most 3 tasks per time window.

* **Varying $\eta$:** To investigate the effectiveness of the coverage ratio per task, we experiment with different $\eta$ values ranging from 1 to 4.

6.3 Evaluating the Performance of the Recommendation Engine

It is natural to ask: given the inherent location errors and movement uncertainties of workers on the campus, can our recommendation strategy generate useful task recommendations? To establish this efficacy, we compute the accuracy of two distinct recommendation strategies: (a) our proposed
strategy where the recommendations take into account each worker’s individual predicted trajectories, versus (b) a trajectory-oblivious strategy, where each worker is first assigned one of five “representative trajectories” (each of which traverses all the floors of one of five campus buildings), and the centralized recommendation algorithm is then executed on these synthetic trajectories. The recommendation error is then computed in terms of the “detour distance” to a task’s location, with this detour being defined as the minimum distance to the task location, from all reference locations that the worker actually visits during the task’s validity period. For example, assume that the recommended task $T_1$ (with location $l_1$) is valid during (10:00am, 10:30am) and the observed series of stay locations during this period is \{X, Y, Z\}. The minimum needed detour is then computed as $\min\{d(X, l_1), d(Y, l_1), d(Z, l_1)\}$.

Figure 5 plots the average error (detour overheads across all users) versus task validity period for these two strategies. We can see that the average error of our recommender is around 2.5 times lower compared to the trajectory-oblivious approach. More specifically, for a 15-minute validity window, our recommendation error is less than 3 minutes (equivalent to travel times between floors of the same building), while the trajectory-oblivious approach has an error of over 8 minutes (equivalent to the time needed to visit a location three buildings away). We also can see that in general, as the task validity period increases, the error in recommendation decreases, as the additional slackness in time enables us to better predict a worker’s precise trajectory.

To study the efficacy of $\eta$, the multi-coverage parameter, we considered data from another pilot (March-April 2015) for a 4-week period where 80 students signed up and completed 800 tasks. During this trial period, we incremented $\eta$ each week from 1 to 4. We compute the task completion rate each week by calculating the ratio between the number of completed tasks in that week and the total number of tasks accepted (normalized over number of users participated in each week). We find that increasing $\eta$ indeed helps to improve the task completion rate. With $\eta = 3$, the task completion rate is improved by 20%; when $\eta = 4$, the task completion rate is improved by 26%.

6.4 Key Insights on User Behaviors in Mobile Crowdsourcing

Our work represents perhaps the first attempt at tracking user behaviors in mobile crowdsourcing systems in a campus setting. In this section we report key findings of our trial analysis.

6.4.1 Super-Agent Phenomenon. While examining TASker user’s behaviors, we observe an interesting trend – a relatively small number of users generate a disproportionally large fraction of task responses. Figure 6 shows that 30% of active agents are responsible for 70% of total tasks.
completed on the Tasker platform. The existence of such heavily skewed behavior makes it important to focus on this critical group of users since they play an important role in the overall dynamics of the system and contribute more value to the task owners. We refer to this top 30% of active agents as super agents.

![Cumulative tasks completed](image)

Fig. 6. Super-agent phenomenon.

6.4.2 Efficiency of Users. In this section, we illustrate how we measure a user’s efficiency in performing mobile crowdsourcing tasks. In particular, we provide measurements on a user’s planning efforts and task performance efforts and demonstrate how being in the push/pull classes and being super/normal agents would affect these performance measures. All results are summarized in Table 4. The definitions of all used metrics are explained below.

**Detour:** To compute detour efficiency, we need to estimate detours that are related to the performance of tasks. However, measuring the total time traveled by a user is not straightforward since we need to identify the neighboring stay locations (both prior to and after the task performance) in which the user stays for a significant amount of time (in our case, more than 4 minutes) to calculate additional time elapsed for him to reach his next location after deviating from his usual route to perform the chosen task.

Let the task location be denoted as $Z$, we analyze the location traces, and identify locations this user stayed at, for considerably longer time before and after going to $Z$. We denote the location this user stayed before $Z$ as $X$, and the location after $Z$ as $Y$. The detour time is then $(t_{X, Z} + t_{Z, Y}) - t_{X, Y}$, where $t_{X, Z}$ denotes the travel time to reach location $Z$ from location $X$.

Figure 7 shows the histogram of the total detour made per user throughout our trial period. After averaging over the detour time over the number of completed tasks, we find that users from the push class incurred a detour of 5.2 minutes per task, which is 2.4 minutes shorter on average than users in the pull class. A t-test confirms that the push class indeed incurs statistically lesser detour time than the pull class with a $p$-value of 0.0016. In terms of labor supply, super agents contributed on average 45 minutes while normal agents contributed only 15 minutes on average.

To further study how the push and pull modes affect behaviors of super agents, we separately analyze behaviors of super agents and normal agents in both push and pull classes. In the push class, super agents incurred 40 minutes of detour while normal agents incurred only 12 minutes. The same trend is observed in the pull class – super agents made significantly more detour compared to normal users (62 and 18 minutes, respectively).

**Detour Efficiency:** We have seen that super agents are willing to contribute more detour time, but does the extended travel lead to more earning opportunities? We measure this by the detour...
efficiency, which is defined as cents earned per detour minute. The histogram of detour efficiency for all active users is given in Figure 8. When broken down by the agent categories, super agents and normal agents have similar detour efficiencies at 169 and 170 cents per detour minute respectively. When broken down by the push/pull classes, the push class is earning 168 cents per detour minute, which is slightly more efficient than the pull class, which is earning 160 cents per detour minute. For normal agents in both push and pull classes, their performances are similar as well. However, the efficiency of super agents differs greatly depending on whether they are in the push or the pull class. While super agents in the push class earn 175 cents per detour minute, super agents in the pull class earn only 140 cents per detour minute, a 20% drop. This demonstrates that for dedicated mobile crowdworkers, push technology is particularly valuable as it allows workers to outsource their planning efforts to our recommendation engine.

Task Selection Efficiency: By analyzing how users interact with our App, we can quantify the “search efforts” spent by users in identifying the set of tasks to commit to. More specifically, for each time window, we estimate the task selection efficiency within this time window as the time difference between the moment a user opens the App for the first time or browses through the list of tasks (whichever happens first) and the moment the user accepts a task. Similar to earlier metrics, we provide comparison across two dimensions: between push and pull classes, and between super and normal agents.
While users from the push class spent 9 minutes browsing through the tasks list and accept the tasks, users from the pull class spent nearly twice as long as their counterparts. This is consistent with our intuition that users from the push class have the advantage (over the pull class) of browsing only the tasks in the recommended list. Interestingly, despite the fact that super agents perform more tasks than normal agents, both agent classes spend 13 minutes (on average) in making initial task commitment. When analyzing both agent categories in each class separately, we notice that both super and normal agents spend much less time in the push class than in the pull class. For super/normal agents, it is 8/11 minutes for being in the push class and 15/18 minutes for being in the pull class.

Table 4. Summary of the metrics across classes and agent categories.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Push vs Pull</th>
<th>Super vs Normal</th>
<th>Push</th>
<th>Pull</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total detour (min.)</td>
<td>5.2 (per task)</td>
<td>7.6 (per task)</td>
<td>45</td>
<td>15</td>
</tr>
<tr>
<td>Detour efficiency (cents/min.)</td>
<td>168</td>
<td>160</td>
<td>169</td>
<td>170</td>
</tr>
<tr>
<td>Task selection efficiency (min.)</td>
<td>9</td>
<td>16</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Performance interval (min.)</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Performance efficiency (distance)</td>
<td>one building</td>
<td>adjacent section</td>
<td>3 levels away</td>
<td>2 levels away</td>
</tr>
</tbody>
</table>

Performance Interval: To understand how far in advance does a user commit to his tasks, we also measure the time in between task selection and task performance. We find that a user from push class submits a task after 8 minutes since the acceptance time; however, pull class users submit after a mere 3 minutes. However, agent category does not seem to play a role in this metric, as the performance intervals for both super and normal agents are around 6 minutes.

Performance Efficiency (distance): We also notice that users from the pull class accept tasks mostly in the vicinity of their current locations – when they are (on average) 50 seconds away from task locations (translates to several sections away, usually on the same building level). On the other hand, push class users are more likely to accept a task further away, even when they are several buildings away. Instead of reporting the actual travel time (or distance), we report whether the distance is such that it is still on the same level (but in sections), on different levels (but still in the same building), or in different buildings.

7 CONCLUSION

In this paper, we study a “push-based” paradigm for large-scale mobile crowdsourcing, where a centralized engine provides trajectory-aware task recommendations to a large pool of workers, while taking into account the inherent probabilistic uncertainty about their future trajectories. By using city-scale traces of commuter movement, we show that our Lagrangian-relaxation based heuristics can generate recommendations faster than an exact ILP formulation by more than two orders of magnitude, while suffering a less-than-1% degradation in the percentage of tasks recommended (compared to an idealized alternative where the realized routes are known a priori). Subsequently, we use real-world crowdsourcing studies on our campus to show that this push-based
approach can be effective even with highly uncertain routine routes, achieving more than 25% of improvement in efficiency for top workers, compared to a traditional pull-based alternative.

Our results suggest that such centralized push-based task recommendations can be effective for real-world city-scale services, such as municipal monitoring and package delivery. In ongoing work, we are extending this model to consider the case of task bundles, where workers must pick an entire set of tasks. Such task bundling is becoming commonplace in urban delivery services as it helps workers amortize their travel overheads. An open question is whether such bundles can be effectively formed without knowing the route uncertainty of each worker, but based on the overall city-scale models of aggregate commuting flows.
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