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ABSTRACT
This research is motivated by problems in urban transporta-
tion and labor mobility, where the agent flow is dynamic,
non-deterministic and on a large scale. In such domains,
even though the individual agents do not have an identity
of their own and do not explicitly impact other agents, they
have implicit interactions with other agents. While there has
been much research in handling such implicit effects, it has
primarily assumed controlled movements of agents in static
environments. We address the issue of decision support for
individual agents having involuntary movements in dynamic
environments . For instance, in a taxi fleet serving a city:
(i) Movements of a taxi are uncontrolled when it is hired by
a customer. (ii) Depending on movements of other taxis in
the fleet, the environment and hence the movement model
for the current taxi changes. Towards addressing this prob-
lem, we make three key contributions: (a) A framework to
represent the decision problem for individuals in a dynamic
population, where there is uncertainty in movements; (b)
A novel heuristic technique called Iterative Sampled OPti-
mization (ISOP) and greedy heuristics to solve large scale
problems in domains of interest; and (c) Analyze the solu-
tions provided by our techniques on problems inspired from
a real world data set of a taxi fleet operator in Singapore.
As shown in the experimental results, our techniques are
able to provide strategies that outperform “driver” strate-
gies with respect to: (i) overall availability of taxis; and (ii)
the revenue obtained by the taxi drivers.
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1. INTRODUCTION
Research on understanding and controlling dynamic and

large scale flow of agents (e.g., humans, industries, vehicles)
between different states spans various domains such as urban
transportation [2, 4] (e.g., movement of vehicles between dif-
ferent regions of an area), industry dynamics [3] (e.g., strate-
gizing on marketing investments by different companies sell-
ing the same product), labor mobility between cities [1] (e.g.,
analyzing individuals search for jobs in new locations), ad-
vertising and others. The main challenge in these problems
is accounting for the implicit interaction that exists between
agents. For example, vehicles trying to get on the same
road are implicitly competing. Existing literature has pri-
marily focused on understanding behaviors and improving
operational efficiency while accounting for the implicit in-
teractions under the assumption that the agent movement
is voluntary.

We are focused on similar problems, except in cases where
there is involuntary (or forced) movement of agents. The
first problem of interest is with respect to the operation
of a taxi fleet. Taxi drivers are subject to both voluntary
(at driver’s own decision) and involuntary (when customers
board taxis) movements. Different regions might have dif-
ferent demands for taxis (both in terms of numbers and rev-
enues) and due to this an implicit competition exists between
taxis. The goal here is to improve the operational efficiency
of the fleet while improving the revenues obtained by taxi
drivers. Secondly, in understanding labor mobility, which is
governed by voluntary (quitting jobs and moving to other
geographic location) and involuntary (getting laid off) move-
ments. Different geographical regions might have different
compensation levels, and individuals might need to invest
beforehand in order to move from one region to another.
Since the distribution of unemployed labor determines the
chance of getting a job in a region, there is again implicit
competition between individuals. Similarly, there are prob-
lems in analyzing industry dynamics, where different com-
panies strategize to maintain their competitive advantage.

We were able to illustrate that our approach, ISOP and
one of the greedy approaches provide solutions that im-
proved significantly over real world taxi driver policies. This
improvement was with respect to both the (a) operational
inefficiency, characterized as congestion in our results; and
(b) the minimum revenue obtained by any taxi driver and
the average revenue of all the taxi drivers. These results em-
phasize the utility of our sampled optimization and greedy
techniques in solving DDAP problems.



2. MODEL
In this section, we describe the Decentralized decision

model for Dynamic Agent Populations or DDAP. DDAP is
a model to represent the decentralized decision problem for
individual agents in a population operating in dynamic do-
mains. It is represented using the tuple:〈
P,S,A, φ,Ri,Rp,H,D0

〉
, where P represents the agent

population. S corresponds to the set of states encountered
by every agent in the population. A is the set of actions
executed by each agent. φ represents the transition prob-
ability between agent states given the population distribu-
tion. Rit(s, a, d) is the reward obtained by an agent due to
its action alone, when in state s, taking action a and the
state distribution is d at time t. Rpt(s, a, d) is the reward
obtained due to implicit interaction with other agents in the
population, when the state distribution is d at time t.
H is the time horizon for the decision process, with the

underlying assumption that the distribution of agent states
is available after every H time steps. D0 represents the set of
possible starting distributions. The objective is to compute
a policy which maximizes social welfare without sacrificing
agent interests.1

3. SOLVING A DDAP

3.1 ISOP

Algorithm 1 SolveDDAP()

1: πi ← φ
2: π−i ← InitializePolicy()
3: while true do
4: πi ← Br(π−i)
5: if πi = π−i then
6: break while
7: π−i ← πi
8: return πi

We now introduce Iterative Sampled Optimization (ISOP),
an approximate approach that scales to large DDAP prob-
lems. The overall idea of solving a DDAP is characterized
by Algorithm 1. It provides two approximations to address
the issues mentioned at the end of the previous section.

Firstly, we approximate the value function by making as-
sumptions on the transition between distributions and the
set of distributions. The set of distributions is obtained by
sampling from the set of reachable distributions. The ex-
pression for the updated value function is as follows:
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1This optimization criterion can mean different things for
different domains. In the taxi problem, this refers to mini-
mizing starvation of taxis in all zones and maximizing rev-
enue for taxi drivers.

Secondly, we approximate with respect to Algorithm 1.
Algorithm 1 performs best response computation over the
policy for the entire horizon at each iteration of the al-
gorithm. We propose an approximation method inspired
from best response computation in sequential games, where
best response is computed for each decision epoch separately
while backing up the value function. Instead of iterating un-
til convergence, ISOP algorithm iterates until the time hori-
zon and solves a linear optimization problem for computing
one step best response at each iteration.

3.2 Greedy Approaches
The key approximation in greedy approaches is the as-

sumption that no other agent is present in the environment,
i.e. D = {d|d = 〈0, 0, · · · , 0〉}. By substituting zero vec-
tor for d, we obtain the updated values for Rpt(s, a, d) and
Rit(s, a, d). These updated values of rewards are used to
obtain greedy policies based on the parameter, g. When
g = 1, the policy obtained is deterministic. When g = 2,
the policy obtained is randomized over two actions for all
the states and so on.

4. EXPERIMENTAL RESULTS
We compared the performance of ISOP and the suite of

greedy approaches on a real world taxi data set of a cab
company in Singapore. In the taxi domain, we were able to
show (from a month of actual taxi data) that the taxi drivers
adopt greedy policies, randomly choosing between the zones
with the highest overall rewards (Rit(s, a,0) +Rpt(s, a,0))
during that time step. The key evaluation metrics are: (a)
The minimum revenue obtained by any taxi during the time
horizon; (b) The average revenue obtained by all taxis; and
(c) Overall congestion, which is the sum of the excess taxis
and excess flow in all the zones. On each problem, values
for these evaluation metrics are obtained by simulating the
output policies of each of the approach on the customer flow
model and revenues. We were able to show that when the
number of zones is less than or equal to 20, ISOP is able to
outperform the greedy approaches. However, as the num-
ber of zones increases above 20 the performance of ISOP
degrades. We believe that this is due to the algorithm em-
ploying for obtaining the set of distributions.
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