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the steepest—was on the dealbreaker end (−0.05), and the 
two critical points—where the simple slope equals 0 (dimin-
ishing returns)—were more extreme on the dealbreaker end 
(−0.74) than they were on the dealmaker end (0.38; Table 7).

Moderation.  Sex marginally moderated the linear effect of 
proportion of dealmakers on likelihood to form relationships 
with targets (at the .50 proportion level; Table 8, top, leftmost 
columns; Figure 7, top; H10a). We decomposed this interac-
tion to test simple effects (Aiken & West, 1991). For women, 
both the linear and cubic effects were significant; however, 
for men, only the linear effect was significant (Table 8, top, 
middle, and rightmost columns). We also examined the sim-
ple linear slopes for men and women (the slopes tangent to 
the curves in Figure 7, top, at −.30, −.17, .17, and .30; Table 9, 
top). For women, simple slopes at intermediate points on the 
dealbreaker end (1.11, 1.90) were steeper than their respective 
simple slopes on the dealmaker end (0.63, 1.63). For men, 
the pattern was less pronounced than for women, but similar; 
simple slopes at intermediate points on the dealbreaker end 
(1.02, 1.17) were steeper than their respective simple slopes 
on the dealmaker end (0.88, 0.49). The inflection points of 
this cubic function were on the dealbreaker end for women 
(−0.03) and men (−0.10), and their respective critical points 
were more extreme on the dealbreaker (−0.42, −0.62) than 
dealmaker (0.36, 0.42) end (Table 7). Consistent with the 
fact that women carry higher minimum reproductive costs, 
they tended to be more discriminating (steeper intermediate 
linear slopes) and adhered more closely to a prospect theory 
model (better cubic fit) than men.

Relationship commitment marginally moderated the cubic 
effect of proportion of dealmakers on likelihood to form rela-
tionships with targets (Table 8, bottom, leftmost columns; 
Figure 7, bottom; H10b). We decomposed this interaction to 

test simple effects. For people in committed relationships, both 
the linear and cubic effects were significant; however, for peo-
ple who were not, only the linear effect was significant (Table 
8, bottom, middle, and rightmost columns). We also examined 
the simple linear slopes for people in committed relationships 

Table 6.  Study 6 Regression Results: Likelihood to Form a 
Relationship (z) as a Cubic Function of Proportion of Dealmakers 
(vs. Dealbreakers): Main Model and Simple Linear Slopes.

Model or variable b t(258) r
p

Main model
  Intercept 0.00 0.02 —
  Linear 1.64 5.65** .33
  Quadratic −0.45 −1.05 −.06
  Cubic −3.07 −2.11* −.13
Simple slopes
  −.50 −0.55 −0.21 −.01
  −.30 1.09 3.15** .19
  −.17 1.54 6.44** .37
  .00 1.64 5.65** .33
  .17 1.24 5.16** .31
  .30 0.54 1.85† .11
  .50 −1.12 −1.25 −.08

Note. N = 262; See Figure 6.
†p < .10. *p < .05. **p < .01.

Figure 6.  Study 6: Likelihood to form a relationship (z) as a 
function of proportion of dealmakers: Scatterplot with cubic 
function (top) predicted scores from cubic function (bottom).

Table 7.  Study 6: Likelihood to Form a Relationship (z) as a Cubic 
Function of Proportion of Dealmakers (vs. Dealbreakers), and Sex 
or Relationship Commitment: Inflection Pointsa and Critical Pointsb .

Model or subgroup

Centered dealmaker proportion

Minimum critical 
point

Inflection 
point

Maximum 
critical point

Main model −0.474 −0.049 0.376
Women −0.416 −0.030 0.361
Men −0.623c −0.100 0.423
Committed −0.377 −0.020 0.337
Uncommittedc — — —

Note. N = 262; See Figures 6 and 7.
aWhere slopes are steepest.
bWhere slopes are zero.
cEstimates beyond observed range.
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and those who were not (the slopes tangent to the curves in 
Figure 7, bottom, at −.30, −.17, .17, and .30; see Table 9, bot-
tom). For people in committed relationships, simple slopes at 
intermediate points on the dealbreaker end (0.71, 1.54) were 
steeper than their respective simple slopes on the dealmaker 
end (0.36, 1.34). For people not in committed relationships, 
simple slopes at intermediate points on the dealbreaker end 
(1.86, 1.61) were steeper than their respective simple slopes on 
the dealmaker end (0.78, 1.00). For people in committed rela-
tionships, the inflection point of their cubic function was on the 
dealbreaker end (−0.02), and its critical points were more 
extreme on the dealbreaker (−0.38) than dealmaker (0.34) end 
(Table 7). Because the function for people not in committed 
relationships was more linear and quadratic than cubic (Table 
8, bottom, leftmost columns), examining inflection and critical 
points returned values that were beyond the observed range. 
This is consistent with our prediction that people in committed 
relationships (vs. those who are not) should adhere more 
closely to a prospect theory model (better cubic fit) received 
some support. We hold that people in committed relationships 
can afford to be more discriminating because they already have 
a partner; those who are not can be less discriminating.

General Discussion

Collectively, our findings were consistent with both prospect 
theory (Kahneman & Tversky, 1979) and error management 
theory (Haselton & Buss, 2000), suggesting that people have 

distinct traits they avoid in partners—dealbreakers—and that 
people weigh negative information more than positive infor-
mation when evaluating potential relationship partners. 
Positive information might activate approach mechanisms, 
whereas negative information might activate avoidance 
mechanisms (Carver & White, 1994), or in extreme cases, 
disgust systems (Oaten, Stevenson, & Case, 2009). Such 
reactions are likely adaptive because they help people choose 
healthy, fecund mates, while avoiding unhealthy mates who 
may threaten one’s own health and that of one’s future off-
spring. The factors that activate relationship repulsion appear 
to be poor health, negative personality traits, and having an 
undesirable sexual/romantic strategy. People view poor 
health and bad personality traits in potential partners as deal-
breakers across all relationship contexts, albeit to a lesser 
extent in friendships.

Although we detected some sex differences, they were 
modest, which may be unsurprising given that men and 
women are more alike than different (Hyde, 2014). Unlike 
many mate preferences, which tend to show sex differences, 
the traits associated with avoiding low-quality mates appear 
to be relatively similar between the sexes. Nevertheless, 
women may pay an even higher premium than men do for 
errors in mate choice because of biological differences in 
minimal reproductive costs (Trivers, 1972). Women often 
reported more dealbreakers than men—an effect that was 
relatively stable across ages and stronger in long-term mating 
contexts. Although these findings corroborate evolutionary 

Table 8.  Study 6 Regression Results: Likelihood to Form a Relationship (z) as Functions of Cubic Proportion of Dealmakers (vs. 
Dealbreakers), Sex or Relationship Commitment, and Interactions.

Model or variable

Moderation models

Simple effects for sex and commitment

Women or committed Men or uncommitted

b t(254) r
p

b t(254) r
p

b t(254) r
p

Sex (women = −0.5, men = 0.5)
  Intercept −0.01 −0.09 — −0.03 −0.36 — 0.02 0.26 —
  Linear 1.66 5.69** .34 2.16 5.19** .31 1.15 2.83** .17
  Quadratic −0.42 −0.95 −.06 −0.40 −0.61 −.04 −0.44 −0.74 −.05
  Cubic −3.12 −2.14* −.13 −4.80 −2.27* −.14 −1.45 −0.72 −.05
  Sex 0.05 0.44 .03  
  Sex × Linear −1.02 −1.74† −.11  
  Sex × Quadratic −0.04 −0.05 .00  
  Sex × Cubic 3.34 1.14 .07  
Commitment (uncommitted = −0.5, committed = 0.5)
  Intercept −0.01 −0.11 — 0.04 0.61 — −0.06 −0.68 —
  Linear 1.57 5.27** .31 1.85 5.04** .30 1.30 2.76** .17
  Quadratic −0.60 −1.36 −.08 −0.29 −0.52 −.03 −0.91 −1.33 −.08
  Cubic −2.38 −1.60 −.10 −4.84 −2.64** −.16 0.07 0.03 .00
  Commitment 0.10 0.91 .06  
  Commitment × Linear 0.55 0.91 .06  
  Commitment × Quadratic 0.62 0.70 .04  
  Commitment × Cubic −4.91 −1.65† −.10  

Note. N = 262; See Figure 7.
†p ≤ 10. *p < .05. **p < .01.
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models of partner choice (Buss & Schmitt, 1993; Kenrick 
et al., 1993), they do not address sociocultural factors that 
also play key roles. For instance, failure to adopt particular 
cultural practices—diet, music, fashion, religion—might act 
as dealbreakers because they signal lack of conforming to 
local social norms.

Limitations and Conclusion

The present research had multiple limitations. Because all 
studies relied on self-reports, acquiescence bias and socially 
desirable responding are important concerns (Paulhus & 
Vazire, 2007). Studies 1 and 2 were largely exploratory and 
limited by results from a qualitative study. Study 3 focused 
solely on long-term mate preferences and could not rule out 
cohort effects because it used cross-sectional data. Study 4 
used a simple, person-perception paradigm and may be sub-
ject to anchor effects. Although Study 5 had a comparatively 
smaller sample, it still has adequate power (>.80) to detect 

the average effect size in social and personality psychology 
(r ≈ .20; Richard, Bond, & Stokes-Zoota, 2003). Although 
Study 6 experimentally supported prospect theory, people 
imagined their own dealmakers and dealbreakers rather than 
using concrete examples. Last, we relied on primarily 
WEIRD samples (i.e., Western, educated, industrialized, 
rich, and democratic; Henrich et al., 2010). Future research 
should examine dealbreaker thresholds using economic 
games, necessities-versus-luxuries trade-offs (Li et al., 2002; 
Li & Kenrick, 2006), and behavioral (vs. self-report) mea-
sures, and with more diverse samples. Future studies could 
identify the traits that act as hysteresis points in decision-
making. For example, future work could address whether 
specific dealbreakers, such as having a chronic disease or 
infection, outweigh otherwise positive information.

In summary, we showed that information about negative 
traits was adaptively differentiated by context, sex, and other 
individual differences such as sociosexuality and mate value. 
Supporting both prospect (Kahneman & Tversky, 1979) and 
error management (Haselton & Buss, 2000) theories, the 
average dealbreaker damaged a potential mate’s evaluation 
more than the average dealmaker helped it. This evidence 
suggests that natural selection has punished mating mistakes 
more harshly (i.e., death, disease, infertility) than it has 
rewarded quality mating choices (i.e., living incrementally 
longer, having incrementally healthier offspring). 
Collectively, the present research provides theoretically 
broader and more nuanced perspectives on how positive and 
negative information about potential mates differentially 
affect perceivers’ evaluations. It is likely that dealbreakers 

Figure 7.  Study 6: Likelihood to form a relationship (z) 
as functions of proportion of dealmakers and sex (top) or 
commitment (bottom).
Note. Black = women or committed; gray = men or uncommitted

Table 9.  Study 6 Simple Linear Slopes: Likelihood to Form a 
Relationship (z) as Functions of Cubic Proportion of Dealmakers (vs. 
Dealbreakers), Sex or Relationship Commitment, and Interactions.

Simple slope

Women or committed Men or uncommitted

b t(254) r
p

b t(254) r
p

Sex
  −.50 −1.04 −0.73 −.05 0.50 0.35 .02
  −.30 1.11 2.26* .14 1.02 2.09* .13
  −.17 1.90 5.51** .33 1.17 3.53** .22
  .00 2.16 5.19** .31 1.15 2.83** .17
  .17 1.63 4.66** .28 0.88 2.68** .17
  .30 0.63 1.37 .09 0.49 1.30 .08
  .50 −1.83 −1.35 −.08 −0.38 −0.32 −.02
Commitment
  −.50 −1.49 −1.18 −.07 2.26 1.40 .09
  −.30 0.71 1.64 .10 1.86 3.32** .20
  −.17 1.54 5.16** .31 1.61 4.09** .25
  .00 1.85 5.04** .30 1.30 2.76** .17
  .17 1.34 4.37** .26 1.00 2.67** .17
  .30 0.36 0.96 .06 0.78 1.71† .11
  .50 −2.08 −1.84† −.11 0.45 0.31 .02

Note. N = 262; See Figure 7.
†p ≤ .10. *p < .05. **p < .01.
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function as efficient, cost-sensitive cognitive mechanisms 
designed to cull inappropriate potential partners, allowing 
mating preferences to operate within a reduced target popu-
lation of desirable mates.
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