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ABSTRACT
Automated techniques have been proposed to either identify refactoring opportunities (i.e., code fragments that can be but have not yet been restructured in a program), or reconstruct historical refactorings (i.e., code restructuring operations that have happened between different versions of a program). In this paper, we propose a new technique that can detect both refactoring opportunities and historical refactorings in large code bases. The key of our technique is the design of vector abstraction and concretization operations that can encode code changes induced by certain refactorings as characteristic vectors. Thus, the problem of identifying refactorings can be reduced to the problem of identifying matching vectors, which can be solved efficiently. We have implemented our technique for Java. The prototype is applied to 200 bundle projects from the Eclipse ecosystem containing 4.5 million lines of code, and reports in total more than 32K instances of 17 types of refactoring opportunities, taking 25 minutes on average for each type. The prototype is also applied to 14 versions of 3 smaller programs (JMeter, Ant, XML-Security), and detects (1) more than 2.8K refactoring opportunities within individual versions with a precision of about 87%, and (2) more than 190 historical refactorings across consecutive versions of the programs with a precision of about 92%.

Categories and Subject Descriptors: D.2.7 [Software Engineering]: Distribution, Maintenance, and Enhancement—Restructuring, reverse engineering, and reengineering

General Terms: Algorithms, Design, Experimentation, Performance

Keywords: Refactoring Detection, Software Evolution, Vector-Based Code Representation

1. INTRODUCTION
Software development and maintenance tasks often need to change the structure of code without changing the functionality of the code. This kind of code changes are often called refactoring, and have long been recognized as an important way to improve the design of existing code [9,35], making code easier to understand, maintain, adapt to new requirements. Detecting refactoring has been a topic of long lasting interest in the literature. Some of the studies aim to detect refactoring opportunities, i.e., code fragments that can, be but have not yet been restructured, and thus to reduce “bad smells” in code and improve the design of the code [7,20,31,56,57]; some studies focus on understanding historic refactorings that have happened; they reconstruct the refactoring operations used to restructure the code by analyzing different versions of a program to facilitate code maintenance and evolution studies [4,5,18,27,46,52,55,60].

It is desirable to have an approach that provides scalable, consistent detection of both refactoring opportunities and historic refactorings, as it can enable developers to measure more accurately their refactoring efforts and progresses during software evolution. Figure 1 illustrates some challenges in detecting refactoring. The first challenge is how to identify that code fragment (a) may be refactored? One naive way is to check (a)’s code pattern against every type of refactorings to see whether it may match one refactoring type. Such checks may identify many meaningless refactorings since certain refactorings may in fact be applied to any code. Then, we may ask a more specific question: how can we identify a likely refactoring type for (a)? An idea is to utilize refactorings that have happened: we can try to identify another piece of code c that has been refactored yet is similar to (a) before it is refactored, and then we can have high confidence in saying that (a) may be refactored in the same way as c. In this example, the question may become how to decide (a) is similar to a supposedly “before-refactoring” version of either code fragments (b) or (c) shown in the figure?

This can be challenging as well. The code fragments (a) and (b) in Figure 1 look similar to each other, but (a) contains extra variable declarations (the underlined red parts) and a method call to instantiate (the bold part); they may not be detected as similar code (a.k.a. code clones [8,23,25,28,58]) or refactoring, unless relaxed similarity conditions are used. However, relaxed similarities can lead to many false clones to be detected and thus imprecise refactoring detection.

We can see that (c) may in fact be more similar to (a) than (b) if its call to the method getVector is inlined; i.e., by replacing the call to getVector with the actual method body from (b) and removing one of the return statements, the inlined code (denoted as \(c'\)) becomes syntactically

1The code fragments (a), (b), and (c) were detected by our approach as a refactoring opportunity in a program named JMeter version 1, and still exist (with small variants) in the latest version 2.11 (https://jmeter.apache.org/), where (a) may be refactored into (d) which is syntactically similar to (c) but does not actually exist in the program.
similar to (a), except for differences in variable declarations (the underlined red parts) in (a). Again, usual code clone techniques [2, 11, 22, 24, 26, 41, 48] may detect (a) and (c') as clones only if relaxed similarity conditions are used to tolerate the differences, but these techniques cannot flexibly specify which differences to tolerate when computing similarity, and using a relaxed similarity to force the detection of (a) and (c') may produce other false clones that differ in other program elements than the variable declarations. This indicates that similarity-based clone detection is not sufficient for accurate refactoring detection; a desired refactoring detection tool should possess knowledge about various kinds of refactoring operations and work flexibly with specific program elements.

Last but not least, in the context of discovering refactoring opportunities in large code bases, we may need to compare many code fragments against each other, and there is the added challenge to locate suitable refactoring candidates from multitude of code very efficiently.

In this paper, we present a new vector-based approach for scalable detection of both refactoring opportunities and historical refactorings. We first construct characteristic vectors that can be used to encode syntactic features of code, and use such vectors to encode *inlined* code so that the effect of method extraction and inlining, which are commonly performed by various refactoring operations, can be captured as well. Then, we present a novel approach via vector abstraction and concretization that can manipulate vectors flexibly based on code changes induced by known refactorings. By using vectors and vector operations as the representation of code and code changes, our approach reduces the problem of detecting refactoring to the problem of finding similar vectors satisfying certain refactoring conditions. Since vector-based operations can be performed in almost linear time with respect to the number of vectors and the dimension of each vector, it becomes the key to the scalability of our approach.

For each code fragment identified as a refactoring candidate, our approach also reports the likely refactoring operation applicable to it by reporting a set of sample code fragments that may have been refactored via the same kind of refactoring operations. Such sample refactored code may help users understand better how to refactor for. For the example shown in Figure 1, our approach identifies (a) as a refactoring opportunity, and reports (b) and (c) together as a sample. Then, a user could proceed to refactor (a) in a way similar to (b) and (c), and transform (a) into (d).

We have implemented our approach for Java (for both source code and bytecode) and enabled vector abstraction and concretization operations for 21 common types of refactoring operations. Our prototype is scalable and precise: In a large code base comprising of 200 bundle projects in the Eclipse ecosystem (e.g., Eclipse JDT, Eclipse PDE, Apache Commons, Hamcrest, ObjectWeb ASM, etc.) containing 4.5 million lines of code, the tool reported in total more than 32K instances of 17 types of refactoring opportunities, taking 25 minutes on average for each type; In a smaller code base containing 16 versions of three Java programs (JMeter, Ant, and XML-Security), our tool reported 191 historical refactorings across various versions and more than 2.8K instances of refactoring opportunities. With validation by four graduate students, we find that the detected refactorings are of high precisions, about 92% for historical refactorings and about 87% for refactoring opportunities.

Our main contributions in this paper are as follows:

- We design a systematic way to encode syntactic features of code and code changes needed for various types of refactoring operations as abstraction and concretization operations of characteristic vectors;
- Our encoding of code and code changes does not need to differentiate code within the same version or from different versions of a program, so that we can detect both refactoring opportunities and historical refactorings;
- Our vector-based encoding and similarity queries are efficient and enable scalable detection of refactorings;
- We have evaluated our approach on large code bases with scalable and precise detection results.

The rest of the paper is organized as follows. Section 2 presents related work. Section 3 presents our detection approach. Section 4 presents specific vector abstraction and concretization operations used in our approach. Section 5 presents the results of our empirical evaluation and discusses threats to validity. Section 6 concludes with future work.

### 2. RELATED WORK

This paper is related to many studies in refactoring detection, and software maintenance and evolution in general. The discussion here is by no means complete.

There are many introductions and surveys for software refactoring and related tools [9, 21, 30, 35, 38, 39]. Some surveys and tools investigate the relations between refactoring and code clones [8, 19, 54, 58], and clone detection has been touted as an important way to detect refactoring opportunities (Ex-
Many other studies on refactoring focus on the specification and implementation of refactoring operations. A classical work by Opdyke [44], describes a set of refactoring operations for C++ in terms of the preconditions needed to preserve behaviour. Griswold specifies refactoring from the perspective of their effects on program dependence graphs [16]. Lämmei [29] and Garrido [12] use rewriting rules to represent refactoring. Recent studies also aim to allow programmers to script their own refactoring operations. To this end, Verbirecte et al. [59] propose a domain specific language JunGL for expressing dataflow properties on a graph representation of the program. Schäfer et al. [50] improve on this and provide high-level specifications for many refactoring operations implemented in Eclipse. Ge and Murphy-Hill [13] can automatically validate a manually performed refactoring. Our work complements those studies in that it searches for new refactoring opportunities. As future work, we plan to investigate the development of a language for specifying vector abstraction and concretization that would allow us to more comprehensively and precisely specify the intended refactorings, in addition to learning from examples.

Many of the above mentioned studies can also automatically perform identified refactoring. Modern development environments, such as Eclipse and NetBeans, have automated refactoring capabilities. CONCURRENTER [6] can identify and convert sequential code that may be benefited from the java.util.concurrent supports. LambdaFicator [10], automatically refactors certain anonymous inner Java classes and for loops to lambda expressions and functional operations available in Java 8. Our tool currently focuses on detection only. As our tool reports refactorings together with possible refactoring results, it can also be improved to perform identified refactorings automatically.

3. METHODOLOGY

We explain the main steps of our approach along with Figure 2. Given a source code base, we construct its syntax trees (STs), and call graphs (CGs). The STs are used in a way similar to previous studies [11,22] to generate characteristic vectors for code fragments from the code base. When the code is compilable, we also generate the bytecode (for Java) or binary code, and construct characteristic vectors for the bytecode or binary code as well [49]. Using bytecode or binary code has the benefit that many code differences only applicable to high-level languages (e.g., different syntaxes for writing for loops) are unified or eliminated, which can potentially help to detect more refactorings [49].

We also simulate the effect of method lining by manipulating the STs based on call relations and get inlined code, and generate vectors for code fragments in the inlined code as well. Our tailored vector generation is described in Section 3.1.

After vectors are generated, they are abstracted to eliminate or unify code characteristics related to a particular type of refactoring γ. The particular code characteristics are semi-automatically extracted from known sample code refactored by γ (see Sections 3.2 and 4).

Then, hash-based search (simple hash and locality-sensitive hashing (LSH, [14])) is used to query for similar abstracted vectors efficiently so that we can identify candidates for refactoring (see Section 3.3). Not all candidates can be true refactorings. We then apply vector concretization to check whether the characteristics in the concrete vectors indeed match the code characteristics of a particular type of refac-
toring (see Section 3.4). We can afford to do more detailed checks during concretization since the number of candidates is much smaller than the original code sizes. Finally, the code fragments corresponding to the candidates that are likely to be true refactorings are reported to users.

3.1 Vector Generation

In this work we use characteristic vectors for the purpose of refactoring detection. We define vectors as follows.\(^3\)

**Definition 3.1 (Characteristic Vector).** Given a sequence of \(K\) unique features denoted by \([f_1, \ldots, f_K]\), a characteristic vector \(v\) for a code fragment \(c\) is an array \([n_1, \ldots, n_K]\) of size \(K\) such that \(n_1, \ldots, n_K \geq 0\) and for each \(i\), \(n_i\) is the number of occurrences of the feature \(f_i\) in \(c\).

An entry in a vector \(v\) can be referred to by either an index \(i\) or a feature \(f_i\), denoted by \(v[i]\) or \(v[f_i]\) respectively. In principle, the features can be anything in the code of interest to an application. For example, they can be different types of nodes in the syntax tree of \(c\) to represent the syntactic characteristics of the code [22], or be certain parts of the syntax tree that match slices of the program dependence graph of the code [11]. Following the previous work, we use the types of the nodes in syntax trees as features for this paper. Note that node types for source code and bytecode can be different and thus corresponding vectors can be different.

Since the vectors are generated according to the number of occurrences of program elements in code, they themselves do not capture various specific information about each element (e.g., the specific name of an identifier, the specific value of a constant, etc.) or relational information between elements (e.g., the containing class of a method or a field, the parent class of a child class, a statement appearing before another statement, etc.). Nevertheless, such vectors have been shown to be effective for code clone detection [11, 22].

### 3.1.1 For Original not-yet-Inlined Code

Given a code fragment \(c\) from a code base, we can identify the nodes of the syntax tree that match the location of \(c\) and then count the number of occurrences of different node types. For example, sample heavily simplified vectors for the code fragments Figure 1(a), (b), and (c) are shown in Table 1; the table headers indicate the sample features used for the vectors; rows 1–3 are the vectors for each of the three methods. Separated from the usual method invocations (“mth invoc.”), “API invoc.” refers to invocations of methods not defined in the subject program; “new invoc.” refers to invocations of constructors (e.g., \(\text{new Vector()}\)). The actual number of features in the vectors depend on the number of different types of nodes in (either abstract or concrete) syntax trees for a programming language. Our prototype implementation relies on abstract syntax trees generated by Eclipse JDT for Java, which has more than 80 node types.

| Row Code | simple string var. decl. stmt. cast if return while invoc. invoc. API |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| ID       | name           | literal        | stmt.          | cast           | if              | return         | while          |
| 1         | getControllers | 29             | 2              | 5              | 1               | 1              | 1              | 6              |
| 2         | getVector      | 23             | 0              | 3              | 1               | 1              | 1              | 0              | 1              | 1              | 6              |
| 3         | getVisualizer  | 3              | 2              | 0              | 0               | 1              | 0              | 2              | 0              | 0              |
|           | (inline getVector) | 26-1          | 2              | 3              | 1              | 1              | 2              | 1              | 2              | 1              | 1              | 6              |

These vectors only capture characteristics of the code inside the same function, if a method is invoked in a code fragment, the vector for the code fragment does not capture any characteristic of the code inside the invoked method, except the method invocation expression and actual parameters. Thus, in this paper we call these vectors base-level characteristic vectors, or simply base vectors. Although refactoring can happen on arbitrary pieces of code, our implementation only generates base vectors for method bodies, as the bodies likely contain refactorings in smaller scopes too and we do not aim to detect minimal code fragments that may be refactored. This differs from the vector generation strategy for clone detection [11, 22], and helps to reduce our search space.

### 3.1.2 For Inlined Code

Refactoring may involve different ways of extracting or inlining methods. To encode various possible changes induced by method inlining or extraction, we also consider different ways to inline methods for a given code fragment \(c\). In general, if \(c\) invokes \(n\) methods, there could be up to \(2^n\) ways to inline the \(n\) methods in combination. To reduce the search space in this paper, we inline methods invoked in \(c\) in mainly three different modes: inlining all methods invoked in \(c\) all at once, inlining all calls to each distinct method separately, or inlining nothing. We do not inline constructor and API invocations. In this way, the number of inlined versions \(C^I\) of \(c\) may equal to two plus the number of distinct methods defined in the program and called in \(c\). An inlined version \(c^I\) for \(c\) can be the same as \(c\) when the mode of “inlining nothing” is applied or when no method is called in \(c\).
We simulate the effect of method inlining by summing up the vectors for the caller and the callee and manipulating the features in the vectors that are related to method declarations and invocations, i.e., the features for the invocations, returns, and formal and actual parameter substitutions. Specifically for the features shown in Table 1, we reduce the occurrence counters for “mth invoc.” and “simple name” each by one for each method called (“simple name” is a child node of “mth invoc.”), representing the method name in the syntax trees generated by Eclipse JDT for Java, and remove all counts for returns from the callee. We assume each actual argument is only evaluated once and the corresponding formal parameter somehow automatically receives its value, and thus the vector manipulations do not need to consider the effect of parameter substitution. For example, when we inline getVisualizer into getVisualizer, the vector for getVisualizer is changed as the row 4 in Table 1. The red parts of the row indicate the manipulations applied to the sum of rows 2 and 3 to simulate the inlining. Such simulated method inlining via vector manipulation has been shown in our previous work to be effective for detecting method extraction and inlining [36]. This paper employs the same idea of vector inlining, but extends it to define vector abstraction and concretization for detecting more types of refactorings.

We note that the manipulation of vectors to simulate method inlining may be language-specific; it depends on the structure of syntax trees as well; it can be different for source and bytecode too. However, the idea of encoding method inlining as vector operations can be generally applicable to different programming languages.

In the following discussion, we use the following terms and notations: given a code fragment c, we call it base code, and its vector is called base vector and denoted as v_c. The set of all possible inlined versions of c is denoted as C^c, while an instance in the set is denoted as c^δ. The vector for the inlined code c^δ is called inlined vector and denoted as v^δ_c.

### 3.2 Vector Abstraction

Our objective here is to encode code changes induced by a kind of refactoring operation in the form of vectors as precisely as possible, and abstract away (or eliminate) the changes from the vectors representing code, while maintaining essential code features, so that the abstracted vector representations for the code before and after it is refactored can be the same. Then, the problem of searching for refactorings can be reduced to the problem of finding code with the manipulations applied to the sum of rows 2 and 3 to get Visualizer.

In this paper, we use a semi-automated mechanism to extract differences from sample code refactored by a type of refactoring γ and define the abstraction for γ systematically based on the differences. We introduce our definitions:

**Definition 3.2 (Vector Substitution).** Given a vector v and a set of mappings from features to counts ($\mathcal{F} = \{f_i \mapsto n_i\}$), the vector substitution is denoted by $v(\mathcal{F})$; it generates a new vector $v'$, such that:

$$\forall i \in 1..K, \; v'[i] = \begin{cases} n_i & \text{if } f_i \mapsto n_i \in \mathcal{F} \\ v[i] & \text{otherwise} \end{cases}$$

Both $v_i$ and $\mathcal{F}[f_i]$ denote the mapping result for a feature $f_i$.

**Definition 3.3 (Vector Difference).** Given two vectors $v_1$ and $v_2$, the vector difference operation $\delta$ for $v_1$ and $v_2$ is defined as $\delta(v_1, v_2) = (v^δ, m, \mathcal{D})$ where:

1. $v^δ$ is a vector called assimilation vector between $v_1$ and $v_2$: $\forall i \in 1..K, \; v^δ[i] = \min(v_1[i], v_2[i])$;
2. $0 \leq m \leq K$;
3. $\mathcal{D}$ is a feature mapping set of size m: $\forall i \in 1..K, \; (f_i \mapsto (v_2[i] - v_1[i])) \in \mathcal{D}$ iff $v_2[i] \neq v_1[i]$.

Such vector difference operations ($v^δ, m, \mathcal{D}$) encode both “common” parts (in $v^δ$) and differences (in $\mathcal{D}$) between two vectors. When $v_1$ and $v_2$ correspond to two sample pieces of code $c_1$ and $c_2$, and $c_2$ is the result of applying a certain refactoring operation $\gamma$ onto $c_1$, the feature mapping set $\mathcal{D}$ indicates the features that may be changed by $\gamma$, and can help us define the abstraction operation $\mathcal{A}(\gamma)$ that can abstract away the changes that may be induced by $\gamma$ into an arbitrary vector $v$. The abstracted vector for $v$ is denoted by either $\mathcal{A}(\gamma)(v)$ or $v^\gamma$. The rules below describe how $v^\gamma$ is generated for an arbitrary $v$, based on a given $\delta(v_1, v_2)$.

- **I** $v^\gamma[i] = v[i]$, if $\mathcal{D}$ does not contain a mapping for $f_i$.
- **II** if there is a subset of $\mathcal{D}$, denoted as $\mathcal{D}_l = \{f_{d_1} \mapsto n_{d_1}, f_{d_2} \mapsto n_{d_2}, \ldots, f_{d_l} \mapsto n_{d_l}\}$ where $2 \leq s \leq K$ and $1 \leq d_1 \leq d_2 \leq \ldots \leq d_{s-1} \leq d_s \leq K$, such that $\sum_{i=1}^{s} n_{d_i} = 0.4$ then we consider the features in $\mathcal{D}_l$ as inter-exchangeable and we merge their counts in $v$ all into a unique conceptual feature as follows:
  - $\forall f_{d[i]} : v'[d[i]] = \sum_{i=1}^{s} v[d[i]]$;
  - $\forall i \in 2..s, v'[d[i]] = 0$.

For example, various relational operators (<, >, <=, and >=) in code are in fact inter-exchangeable, since a refactoring operation can reverse the condition in an if statement and swap the branches of if. Such a refactoring would induce changes in the counts for the individual operators, but the total sum of the counts for these inter-exchangeable code features should remain the same.

- **III** if there is a subset of $\mathcal{D}$, denoted as $\mathcal{D}_l = \{f_{d_1} \mapsto n_{d_1}, f_{d_2} \mapsto n_{d_2}, \ldots, f_{d_l} \mapsto n_{d_l}\}$ where $2 \leq s \leq K$ and $1 \leq d_1 \leq d_2 \leq \ldots \leq d_{s-1} \leq d_s \leq K$, such that $n_{d_1} = n_{d_2} = \ldots = n_{d_s}$ in $\mathcal{D}$, $n_{d_s} \neq 0$ because of the rule 3 in Def. 3.3.
... = n_{d_j}, then we consider the features in D_j should be changed together in the same way by γ and we set all their counts to 1 as follows:

\[ \forall i \in 1...n, \psi[d_i] = 1. \]

This condition helps the refactoring cases when it is not important to count the actual number of occurrences of a code feature as long as the feature exists in the code. For example, the refactoring type “Consolidate Duplicate Conditional Expression” consolidates more than one conditional expression into one, so the features essential to the conditional expressions were all set to 1.

(IV) there may be multiple subsets of D satisfying the above conditions; if the subsets are disjoint, we perform the abstraction for each subset separately; if the subsets overlap, we manually identify a subset to abstract. In our experiments, vector differences D are generated from sample refactored code in classical collections (see Section 4) and of small sizes, and it was easy to find suitable subsets as above efficiently.

(V) \[ \psi[i] = 0, \text{ otherwise.} \] The intuition for this rule is that if a feature \( f_j \) can be changed by the refactoring \( \gamma \) but not in “conjunction” with other features, \( f_j \) may in fact be changed arbitrarily by \( \gamma \), and it is non-essential for \( \gamma \), and thus we abstract it away. As one can see, we define “conjunction” as the subsets satisfying the rule (II) or (III), and we found the simple rules are sufficient for the refactoring types detected in our experiments. Also, since the rules do not yet consider the semantics of the features, the mapping \( D \) generated from sample refactored code may contain more features than what are really needed for \( \gamma \). So, we also manually verify each inferred abstraction in our experiments.

For example, we can define the vector abstraction for the kind of refactoring operation in Figure 1. Even though those code snippets are detected by our tool, here we use them as sample refactored code to illustrate how we define the abstraction for a refactoring operation based on sample refactored code. For this case, the vector in row 1 in Table 1 is \( v_1 \) and the other in row 4 is \( v_4 \); the vector difference \( D \) is \{“simple name” \( \rightarrow -4, \) “var. decl. stmt.” \( \rightarrow -2 \) \} which indicates the removal of two variable declaration statements containing four simple names (two are for the variable names; the other two are for the variable types). The above abstraction rule (V) applies, so the abstraction \( \gamma \) would set the counts for both “simple name” and “var. decl. stmt.” to zero. Table 2 shows the abstracted vectors if the abstraction is applied to the concrete vectors in Table 1.

### Table 2: Sample abstracted vectors for vectors in Table 1

<table>
<thead>
<tr>
<th>row ID</th>
<th>Code</th>
<th>Features</th>
<th>var. decl. stmt.</th>
<th>cast</th>
<th>mth</th>
<th>new invoc.</th>
<th>API invoc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>getControllers</td>
<td>0 2 0 1 1 1 1 1 1</td>
<td>0 0 0 1 1 1 0 1 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>getVector</td>
<td>0 0 0 1 1 1 0 1 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>getVisualizer</td>
<td>0 2 0 0 0 1 0 2 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(inline getVector)</td>
<td>0 2 0 1 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

When more than one pair of sample code is provided for a refactoring operation \( \gamma \), we can refine the extracted abstraction for \( \gamma \) to represent the most general code changes induced by \( \gamma \). To achieve this, we can calculate the vector difference \( (v^4, m, D) \) for each pair, and look for the “maximum common difference” among all those \( (v^4, m, D) \). In this paper, we still employ manual efforts to use appropriate thresholds and refine the extracted abstraction if necessary. As interesting future work, we plan to automate the extraction of abstraction from given sample code based on vector arithmetics. Such automation may be in spirit similar to studies on specification mining [43, 61–63] and programming by examples [17, 33, 34, 40], but it will use a significantly different technique based on vector representation and arithmetic of the characteristics of code and code changes.

### 3.3 Vector-Based Query

When we want to find instances of a type of refactoring operations \( \gamma \) in a large code base, we apply the abstraction for \( \gamma \) to all versions generated from the code base. The code difference induced by \( \gamma \) should thus be eliminated, and the abstracted vectors of either refactored or non-refactored code should appear the same. Then, we can use hash-based matching techniques [3] to find vectors that are either matching exactly or very similar to each other [11, 22].

We tailor the queries in our approach to answer the question: can a piece of code \( q \) be refactored via a refactoring operation \( \gamma \) so that it becomes similar to some other code? As illustrated in the step (1) in Figure 3, we perform queries on abstracted vectors for either base or inlined code, or both: abstracted vectors (either \( \psi_q \) or \( \psi'_q \) or both) are used, each as a query against all other available abstracted vectors to identify the ones matching the query. Depending on the vectors used, we can identify candidates for both historical refactorings and refactoring opportunities:

1. When we use every abstracted vector generated for one version of code as a query to search for matching ones in the set of abstracted vectors for another version of the code, we can detect historical refactorings happened between two versions of the code.

2. When we use every abstracted vector generated for a code base as a query to search for matching ones in all abstracted vectors for the same code base, we can detect refactoring opportunities that may be similar to some refactorings that have happened in the code base.

The types of refactorings under investigation would affect whether the corresponding queries and matching outcomes are drawn from either base vectors or inlined vectors or both. For example, for the detection of the opportunity of method inlining shown in Figure 1(a), we used the abstracted vector for the base vector of (a) as a query and search for its matches among the abstracted vectors for all other inlined code.

Not all matched vectors can be refactorings; we apply heuristic filters (Figure 3, step (2)) to reduce unlikely ones:

**FilterSmall**: When a piece of code is too small (e.g., smaller than the number of elements involved in the abstraction for \( \gamma \) or the sizes of the sample code used to define the abstraction), it may not be useful to refactor it. We can use a threshold (e.g., 50% of the sizes of the sample code or 10 program elements or 1 functioning statement) to remove code that is too small.

**FilterClones**: When comparing the concrete vectors for both the query code and the result code, if both \( v_i = v_j \) and \( v'_i = v'_j \), and \( q \) and \( c_1 \) are very likely the same syntactically, and their inlined versions are the same as well, \( c_1 \) is simply a clone of \( q \) and may not indicate how to refactor \( q \), and thus can be removed.

**FilterNames**: Many refactoring operations would maintain various names (e.g., some variable names in the code and the name of the method/class/file containing the...
code) the same before and after the refactoring. We can remove a query result if its fully qualified method name does not match that of the method containing the query code. This can be useful for detecting and reconstructing historical refactorings happened between versions, where the query code and the result code are in different versions of a program and often share same name. We only turn on this filter for across-version refactoring detection.

For the code fragments in Figure 1, (a) and (c) inlined with (b) can be detected as likely refactorings since their abstracted vectors (rows 1 and 4 in Table 2) are the same.

3.4 Vector Concretization

After above steps, we have a set of filtered query results for each piece of code used as a query. The following concretization phase performs several kinds of checks on the concrete vectors corresponding to the query and the query results to improve the precision of refactoring detection. This phase corresponds to steps (3) and (4) in Figure 3.

The first kind of checks is to make sure the differences among the concrete vectors indeed subsume the differences (D, see Section 3.2) that may be induced by a kind of refactoring operation γ; i.e., γ may really be applied to the corresponding code. This is useful for reducing false positives since different refactoring operations may in fact change same features in code and having similar abstracted vectors may not mean the corresponding concrete vectors satisfy requirements needed by γ (see the concretization rule (I) below).

The second kind of checks is to make sure the reported query results indeed have the contexts in which the refactoring operation γ can be carried out. For example, the refactoring “Reverse Conditional” reverses the relational operator in an if statement and swaps the branches of the if, and thus the refactoring can only happen when the code contains at least one if, even though the feature representing if itself is not changed by the refactoring. So we perform checks that the common parts among the concrete vectors indeed subsume the common parts (v^i, see Section 3.2) that represent the contexts needed for γ (see the rule (II) below).

For certain types of refactorings, we manually add special checks for them (see Section 4), based on our understanding of the code changes involved in the refactorings, to help reduce false positives. For example, a refactoring operation may simply replace the whole body of a method with a call to a newly extracted method containing the replaced body. Although such a refactoring may be classified as “Extract Method”, it may be too simple to be useful. Thus, we filter such cases during concretization (the rule (III)).

We also cross-check query results to improve their credibility. Intuitively, the query results should be syntactically different from the query; otherwise, they are likely clones only, not refactorings. Also, when there are more than one query result that are syntactically different from each other, they may indicate more than one way to refactor the query code, which may appear confusing for users. We thus choose to remove such cases so that users can have higher confidence that the refactoring operation indicated by the final query results can be applied to the query code (the rule (IV)).

The rules below describe the above checks more rigorously:

1. Calculate the vector difference between v^i_q and each v^j_c;
\[ \delta(v^i_q, v^j_c) = (v^i_q, m^i_q, D^i_q) \]
Check them against the vector difference (v^i, m, D) for γ, and remove the query result c if one of the following conditions is true:

- (I) if \( \exists (f_i \mapsto n_i) \in D, \text{s.t.} \ (n_i < 0) \wedge (v^i_q[i] < [n_i]), \) it means γ would need to remove \( n_i \) instances of the code feature \( f_i \) but \( q^i \) does not contain enough;
- (II) if \( \exists (f_i \mapsto n_i) \in D, \text{s.t.} \ either D^i_q does not contain \( f_i \) or \(|D^i_q[f_i]| < |n_i|\). \) This indicates that the changes between \( v^i_q \) and \( v^j_c \) are too few in comparison with the changes induced by γ to be a real case of γ;
- (III) if \( \exists i \in 1..K, \text{s.t.} \ (v^i_q[i] < v^i_q[i]) \lor (v^i_q[i] < v^i_c[i]), \) it means γ would need to be carried out in a context containing \( v^i_q[i] \) instances of the code feature \( f_i \) but \( q^i \) or \( c_i \) does not contain enough;
- (IV) if \( \exists i \in 1..K, \text{s.t.} \ (v^i_q[i] < v^i_q[i]) \lor (v^i_q[i] < v^i_c[i]), \) it means γ would need to be carried out in a context containing \( v^i_q[i] \) instances of the code feature \( f_i \) but \( q^i \) or \( c_i \) does not contain enough;
- (III) Check all base and inline vectors against code change rules specific for γ to remove possibly more query results;
- (IV) We finally check the query results against each other if there are still more than one result at this step. We remove all of the results if the following condition is true:

\[ (1) \text{if } j, s.t. i \neq j \wedge \forall v_q \neq v_c; \]

Finally, the code corresponding to the query and checked query results are reported as refactorings. For the code fragments in Figure 1, one of the differences among their concrete vectors (Table 1, rows 4 and 1) indeed match the vector difference operation \( \{\text{"simple name"} \mapsto \rightarrow \text{"var. decl. stmt."} \mapsto \rightarrow \text{\{\"\}} \}. \) Their contexts are also matched. Thus, (a) and (c) inlined with (b) are reported as refactorings.

4. REFACTORIZATION AS VECTOR ABSTRACTION & CONCRETIZATION

Our approach is based on abstraction and concretization of characteristic vectors that capture various code features before and after certain refactorings. The effectiveness of our approach is dependent on how well the vectors can represent code features. As mentioned in Section 3.1.1, the vectors used in this paper only capture code features related to the number of occurrences of program elements in code. Thus, our approach is tailored to detect refactoring operations that would change the number of occurrences of various program elements in code. Some refactoring operations can induce code changes that are not represented by the vectors. For example, “Pull Up Method” moves a method from a child class to its parent class. The moved method itself is the same before and after the refactoring, but its containing class is changed. “Rename Method” changes the name of a method. The characteristics of such changes are not captured in the vectors, and thus are not detectable by our approach. It will be our future work to extend the capabilities of vectors to encode and index programs more comprehensively.

In this paper, the sample refactored code used for constructing abstraction and concretization rules is all from classical collections [9, 21]. We have rules for 21 types of refactorings, although not every type has detection results in our experiments. Due to our page limit, Table 3 only lists 11 types, and uses simplified notations and descriptions, instead of rigorous vector-based operations. Abstraction rules that do not change the values for a feature are not shown. Some concretization rules are the same for all types of refactorings (as described in Section 3.4); they are also omitted.
Table 3: Sample abstraction and concretization operations. In addition to the notations used in Section 3, vectors superscripted with “S” are generated from source code, while others are generated from bytecode. Many features used in the operations characterize bytecode instructions in our implementation, but we use more high-level names for the features here for illustration purposes. Due to space limitation, we rely on the feature names to convey their meaning.

<table>
<thead>
<tr>
<th>#</th>
<th>Refactoring</th>
<th>Abstractions (A(v)) or simply (v)</th>
<th>Concretization Checks</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Extract Method</td>
<td>(\psi[\text{load}] - \psi[\text{store}] = 0) (\psi[\text{constant}] = 0)</td>
<td>(\exists v, \text{vlined into } v, \text{ st. } v_\text{con} = v) (\text{(remove simple extraction methods)})</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Inline Method</td>
<td>(\psi[\text{load}] - \psi[\text{store}] = 0) (\psi[\text{constant}] = 0)</td>
<td>(\exists v, \text{vlined into } v, \text{ st. } v_\text{con} = v) (\text{(remove simple extraction methods)})</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Inline Temp</td>
<td>(\psi[\text{load}] - \psi[\text{store}] = 0)</td>
<td>(v_\text{inl} \text{, v.load, v.load} + 0 &amp; &amp; v_\text{inl} \text{, v.load, v.load} - v_\text{store, v.store} = v_\text{inl, var declaration} - v_\text{var declaration} = 0) (\text{(remove the declaration of a temporary variable, and replace the use of the variable with the value of the variable)})</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Introduce Explaining Variable</td>
<td>(\psi[\text{load}] - \psi[\text{store}] = 0)</td>
<td>(v_\text{inl} \text{, v.load, v.load} - v_\text{store, v.store} = v_\text{inl, var declaration} - v_\text{var declaration} = 0) (\text{(extract a complicated expression into a temporary variable)})</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Split Temporary Variable</td>
<td>(\psi[\text{load}] = \psi[\text{load}] [\mathcal{V} \psi[\text{load], i}] \forall \psi[\text{store}] = \psi[\text{store}] [\mathcal{V} \psi[\text{store], i}] \quad \psi[\text{load}, i] = \psi[\text{store}, i] = 0) (\forall i \in {0,1,2,3})</td>
<td>(\exists v, \text{vlined into } v, \text{ st. } v_\text{var declaration statement} = 2 &amp; &amp; v_\text{assignment} v_\text{assignment} = 0) (\text{(transform multiple assignments to a temporary variable into separate variable declarations for each assignment)})</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Replace Method With Method Object</td>
<td>(\psi[\text{load}] - \psi[\text{store}] = 0) (\psi[\text{getfield}] = \psi[\text{putfield}] = 0) (\psi[\text{new}] = \psi[\text{invoke_inat}] = 0)</td>
<td>(\exists v, \text{vlined into } v, \text{ st. } v_\text{f} - v_\text{f} &lt; 0 \quad v_\text{store} = v_\text{store} \quad v_\text{store} = v_\text{store} &lt; 0) (\text{(transform a method into its own object so that all the local variables become fields. Abstractions involved ignoring &quot;new&quot; operators and encapsulation)})</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Self Encapsulate Field</td>
<td>(\psi[\text{aload}_0] = 0) (\text{(aload_0 is used for loading &quot;this&quot; on the stack)})</td>
<td>(v_\text{tmp} [\text{getfield}] + v_\text{tmp} [\text{putfield}] = 0 \quad \exists \text{an extra field to encapsulate} \quad v_\text{tmp} [\text{getfield}] &gt; 1 \quad v_\text{tmp} [\text{return}] = 1 \quad v_\text{tmp} [\text{alad_0}] = 1) (\text{(replace direct accesses to a field with a getter method)})</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Replace Magic Number with Symbolic Constant</td>
<td>No abstraction needed as both are represented by the same bytecode. (\psi[v_\text{li}] = \psi[v_\text{li}] &gt; 0) (\text{query has more magic numbers}) (\psi[v_\text{li}] = \psi[v_\text{li}] &lt; 0) (\text{reducability of } v_\text{li}) (\psi[v_\text{li}] = \psi[v_\text{li}] = 0) (\text{reduced in code with symbolic names for easier maintenance})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Replace Magic Number with Query Method</td>
<td>No abstraction needed as both are represented by the same bytecode. (\psi[v_\text{op}] = \psi[v_\text{op}] = 1) (\text{operation string literal, boolean literal, num literal}) (\psi[v_\text{op}] = \psi[v_\text{op}] = 2) (\text{operation string literal, boolean literal, num literal}) (\psi[v_\text{op}] = \psi[v_\text{op}] = 0) (\text{operation string literal, boolean literal, num literal})</td>
<td>(\text{reducability in code with a getter method that returns the constants.})</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Reverse Conditional</td>
<td>(\psi[\text{eq}] = \psi[\text{eq}] + \psi[\text{eq}]) (\psi[\text{lt}] = \psi[\text{lt}] + \psi[\text{lt}]) (\psi[\text{req}] = \psi[\text{eq}] + \psi[\text{eq}] &lt; 0) (\text{op \in {lt, gt, ge, le}})</td>
<td>(\exists \text{cond} \in {\text{eq, neg} \text{or opp \in {lt, gt, ge, le}}) (\text{st.}) (\psi[\text{cond}] = v_\text{cond} &amp; v_\text{cond} = 0) (\psi[v_\text{op}] = v_\text{op} &amp; v_\text{op} = 0) (\text{Treat } \text{&quot;a&quot; as the same as } \text{&quot;b&quot;}) (\text{Treat } \text{&quot;&lt;&quot; as the same as } \text{&quot;&quot;}) (\text{Treat } \text{&quot;&gt;&quot; as the same as } \text{&quot;&quot;}) (\text{Treat } \text{&quot;=&quot; as the same as } \text{&quot;&quot;})</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Encapsulate Downcast</td>
<td>(\psi[\text{methodinvoke_checkcast} = 0) (\text{ignore type casts}))</td>
<td>(v_\text{f} [\text{methodinvoke_checkcast}] = v_\text{f} [\text{methodinvoke_checkcast}] = 0) (\text{encapsulate type cast operations into a separate method returning the casted type})</td>
<td></td>
</tr>
</tbody>
</table>

5. EMPIRICAL EVALUATION

This section presents our evaluation on four aspects: how many historical refactorings are detected, how many refactoring opportunities are detected, how accurate are the identified refactorings and how scalable is our approach.

5.1 Experimental Setting

In order to provide answers to the evaluation questions we have performed two case studies. All experiments related to these studies were performed on a PC running Ubuntu 10.04 with Intel Xeon at 2.67GHz and 24GB of RAM.

In the first case study we looked at three Java programs from the Software Infrastructure Repository (SIR): JMeter, XMLSecurity, and ANT. For JMeter, we performed experiments on 6 versions (0 to 5), for Ant on 6 versions (0 to 5), and for XMLSecurity on 4 versions. The size of these subject programs ranges from 17KLOC to 80KLOC. The projects were selected for comparing our prototype with the state-of-the-art in detecting historical refactorings—RefFinder [47], and for measuring the effectiveness of detecting refactoring opportunities by our prototype.

In the second case study we aimed to explore the scalability of our system. As such we have applied the prototype to a large code base containing 4.5 million lines of code and 200 bundle projects from the Eclipse ecosystem (e.g., Eclipse JDT, Eclipse PDE, Apache Commons, Hamcrest, etc.).

To evaluate the precision of the results detected by our approach, a group of four graduate students with good knowledge of Java and refactoring were invited to inspect the results independently. Due to the large number of results, we do not evaluate every one of them. For refactoring opportunities detected for the three subject programs, we chose to inspect the results for the first version of each program only. Each result inspector was required to verify that each of the detected refactorings is correctly classified. A result was counted as a false positive if any of the inspectors considered it as a false positive. For historical refactorings detected, we chose to inspect all of them due to a more manageable number.

It is not our focus to evaluate the recall of our approach due to lack of ground truths. However, we tested our approach on a set of examples taken from Fowler's catalog and found our approach can successfully detect all defined types of refactorings in the example set.

5.2 Detection Results

The results of the experiments performed in the first case study are shown in Table 4, 5, and 6. Each row in the tables shows the results obtained for one type of refactoring query; the types having no detection results are not shown in the tables. Each column having a single number (e.g. 1) as the header name shows the refactoring opportunities within a version of the project, while each column having a number...
The number of historical refactorings we detected between versions ranges from 70 to 611. Out of total 2882 versions, 0 to 99 while the number of opportunities that occur within a version.

Table 4: Result summary for JMeter.

<table>
<thead>
<tr>
<th>#</th>
<th>Program Versions</th>
<th>0-0.1</th>
<th>0.1-1</th>
<th>1-2</th>
<th>2-3</th>
<th>3-4</th>
<th>4-5</th>
<th>5-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Extract Method</td>
<td>11</td>
<td>7</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>6</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>2. Inline Method</td>
<td>20</td>
<td>16</td>
<td>15</td>
<td>48</td>
<td>56</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Introduce Var</td>
<td>13</td>
<td>17</td>
<td>20</td>
<td>42</td>
<td>44</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Inline Temp</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>21</td>
<td>20</td>
<td>4</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>5. Replace Assignment with Initialization</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Downcast Encapsulate</td>
<td>34</td>
<td>37</td>
<td>38</td>
<td>32</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>7. Reverse Conditional</td>
<td>2</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>14</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>8. Replace Magic Number with Symbolic Constant</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>9. Self Encapsulate Field</td>
<td>17</td>
<td>17</td>
<td>18</td>
<td>3</td>
<td>17</td>
<td>18</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>10. Replace Parameter with Method</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal</td>
<td>107</td>
<td>109</td>
<td>1</td>
<td>113</td>
<td>53</td>
<td>162</td>
<td>1</td>
<td>173</td>
</tr>
</tbody>
</table>

Table 5: Result summary for Ant.

<table>
<thead>
<tr>
<th>#</th>
<th>Program Versions</th>
<th>0-0.1</th>
<th>0.1-1</th>
<th>1-2</th>
<th>2-3</th>
<th>3-4</th>
<th>4-5</th>
<th>5-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Extract Method</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>12</td>
<td>78</td>
<td>49</td>
<td>106</td>
</tr>
<tr>
<td>2. Inline Method</td>
<td>18</td>
<td>1</td>
<td>2</td>
<td>17</td>
<td>17</td>
<td>52</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>3. Introduce Var</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>4. Inline Temp</td>
<td>2</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>14</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>5. Replace Assignment with Initialization</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Downcast Encapsulate</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Reverse Conditional</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>14</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Replace Magic Number with Symbolic Constant</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>17</td>
<td>16</td>
<td>179</td>
<td>195</td>
<td></td>
</tr>
<tr>
<td>9. Self Encapsulate Field</td>
<td>28</td>
<td>47</td>
<td>55</td>
<td>55</td>
<td>6</td>
<td>137</td>
<td>50</td>
<td>128</td>
</tr>
<tr>
<td>10. Introduce Parameter Object</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Split Temp</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal</td>
<td>71</td>
<td>4</td>
<td>166</td>
<td>168</td>
<td>0</td>
<td>167</td>
<td>239</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 6: Result summary for XML-Security.

<table>
<thead>
<tr>
<th>#</th>
<th>Program Versions</th>
<th>0-0.1</th>
<th>0.1-1</th>
<th>1-2</th>
<th>2-3</th>
<th>3-4</th>
<th>4-5</th>
<th>5-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Extract Method</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Inline Method</td>
<td>24</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Introduce Var</td>
<td>41</td>
<td>41</td>
<td>36</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Inline Temp</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Reverse Conditional</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Replace Magic Number with Symbolic Constant</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Self Encapsulate Field</td>
<td>14</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Introduce Parameter Object</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal</td>
<td>98</td>
<td>2</td>
<td>77</td>
<td>0</td>
<td>72</td>
<td>0</td>
<td>71</td>
<td></td>
</tr>
</tbody>
</table>

Moreover, we note that RefFinder cannot be applied within the same version, thus is unable to discover many refactoring opportunities that occur within a version.

b) Detecting complex refactoring patterns: “Replace Parameter with Method” transforms a method m1 (which invokes a method m2 and passes its return value as an argument for another method m3) by moving the call to m1 into a modified version of m2. Figure 4 shows an example. Detecting an instance of this refactoring type requires a specific definition of similarity among the caller and the callee. Our approach can achieve the precision by specifying that the difference in the numbers of method calls in the two versions of vectors for the caller (getPrice) is the additive inverse of that in the two versions of vectors for the callee (discountedPrice).
Figure 4: Example of “Replace Parameter with Method.”

<table>
<thead>
<tr>
<th>Refactoring Type</th>
<th>No. of Results</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extract Method</td>
<td>1310</td>
<td>17m21</td>
</tr>
<tr>
<td>In-line Method</td>
<td>1527</td>
<td>14m7</td>
</tr>
<tr>
<td>Self Encapsulate Field</td>
<td>2948</td>
<td>17m6</td>
</tr>
<tr>
<td>Downcast Encapsulate</td>
<td>664</td>
<td>18m36</td>
</tr>
<tr>
<td>Introduce Variable</td>
<td>22942</td>
<td>22m43</td>
</tr>
<tr>
<td>Inline Temp</td>
<td>2013</td>
<td>22m22</td>
</tr>
<tr>
<td>Reverse Conditional</td>
<td>1021</td>
<td>21m21</td>
</tr>
<tr>
<td>Split Temp</td>
<td>50</td>
<td>26m56</td>
</tr>
<tr>
<td>Remove Assignment to Initialization</td>
<td>1577</td>
<td>24m44</td>
</tr>
<tr>
<td>Consolidate Conditional</td>
<td>52</td>
<td>59m3</td>
</tr>
<tr>
<td>Replace Nested Conditional with Guard Cases</td>
<td>60</td>
<td>50m23</td>
</tr>
<tr>
<td>Introduce Parameter Object</td>
<td>325</td>
<td>18m37</td>
</tr>
<tr>
<td>Replace Parameter with Method</td>
<td>228</td>
<td>18m35</td>
</tr>
<tr>
<td>Hide Delegate</td>
<td>13</td>
<td>19m44</td>
</tr>
<tr>
<td>Remove Midldeman</td>
<td>10</td>
<td>19m14</td>
</tr>
<tr>
<td>Replace Method with Method Object</td>
<td>2</td>
<td>18m8</td>
</tr>
</tbody>
</table>

6. CONCLUSION

This paper presents a new vector-based approach for scalable detection of refactorings. Our approach builds on top of characteristic vectors that encode various code features. Most importantly, it extends vectors with abstraction and concretization operations to capture the features of the code changes that may be induced by a refactoring operation. Such abstraction and concretization operations can be extracted and refined based on known refactored code samples. Both refactoring opportunities (i.e., code fragments that may be restructured according to a refactoring type) and historical refactorings (i.e., code fragments that have been restructured according to a refactoring type) can be encoded via concrete and abstracted vectors. Thus, our approach reduces the problem of detecting refactorings to the problem of detecting matching vectors, which can be solved efficiently in almost linear time with respect to vector numbers.

We have implemented our approach for Java and applied the prototype to a large code base containing 200 bundle projects from the Eclipse ecosystem and about 4.5 million lines of code. Our prototype detects more than 32K instances of 17 types of refactoring opportunities in about 7 hours. We have also applied our prototype to 14 versions of 3 programs used in previous studies on refactoring detection, and found 191 instances of various types of historical refactorings across consecutive versions of the programs, with a 92% precision. Our prototype also detects more than 2.8K instances of refactoring opportunities within individual versions of the programs, with a 87% precision.
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