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ABSTRACT

This is the outline of the keynote speech at LocalRec@ACM SIGSPA-
TIAL 2023. The main objective of the talk is to point out opportuni-
ties for spatial database researchers in the area of preference-based
querying. We will commence with an overview of the standard
queries for multi-objective decision making, and demonstrate their
direct connection to recommendations and to market analysis. In
this context, there is a number of specific decision criteria, and user
preferences are represented as vectors with as many dimensions.
We will demonstrate how and why this type of preferences are
natural to actual applications and practical for the support of real
users in their choices and decisions. Next, we will illustrate that the
principles which underlie preference-based querying are actually
computational geometric in nature and, for the goal of practicality,
they enable the use of spatial data management techniques, such as
multi-dimensional indices and geometric reasoning for search space
reduction (akin to traditional pruning). To showcase the potential
of approaching preference querying challenges via spatial database
techniques, we will use three recent studies as examples. The talk
will conclude with a recap of the potential to apply a skillset typi-
cal to SIGSPATIAL attendees to a new domain, that of preference

querying.

CCS CONCEPTS

« Information systems — Data access methods; Decision sup-
port systems; Top-k retrieval in databases.

KEYWORDS
Top-k query; Skyline; Multi-dimensional datasets

ACM Reference Format:

Kyriakos Mouratidis. 2023. Opportunities for Spatial Database Research in
the Context of Preference Queries [Keynote Speech]. In 7th ACM SIGSPA-
TIAL Workshop on Location-based Recommendations, Geosocial Networks and
Geoadvertising (LocalRec "23), November 13, 2023, Hamburg, Germany. ACM,
New York, NY, USA, 3 pages. https://doi.org/10.1145/3615896.3628418

1 OUTLINE OF THE TALK

In the era of ubiquitous access to the Internet, and more so in the
current post-pandemic situation, users are increasingly covering
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their everyday needs by online purchases. Along with convenience,
e-shopping offers them access to a large number of alternatives, way
greater than any physical go-to-shop experience. Choosing from
the available options generally entails the consideration of multiple,
often conflicting aspects. For example, consumer electronics website
CNET.com has identified the main decision criteria in choosing a
laptop (i.e., design, features, performance, and battery) and provides
ratings on these criteria for models available in the market. Similarly,
TripAdvisor.com maintains hotel ratings on 4 principal criteria
(location, cleanliness, service, value), etc. Letting d be the number
of aspects, an option is characterized by its d per-aspect ratings.
Identifying and rating the decision aspects, however, is not enough.
Due to the number of alternatives typically available, it is tedious
for the user (if possible at all) to individually examine each of them.
Hence, to render effective support to the user, it is essential to
shortlist the most promising options.

The first matter we will elaborate is that preferences and recom-
mendations do not only occur in recommender system research.
Traditionally, the aim of the latter is to predict the score a user
would give to an option [15]. The prediction could be based on the
scores given to the option by similar users [5] or the user’s own
scores for similar options [7, 16]. Typically, the preferences dealt
with in that area are represented as high-dimensional vectors where
dimensions do not need to have a particular interpretation for the
user. Instead, there is a multitude of applications (like the CNET
and TripAdvisor examples) where (i) there are pre-defined deci-
sion aspects with concrete meaning for the user, (ii) there is only
a handful of decisions aspects (dimensions) and thus the options
and preference vectors are low-dimensional, and (iii) the options’
attributes are given and no information for other users is required.
In multi-objective querying, the options’ scores and/or dominance
relationships can be derived directly from their attributes. The
challenge is to suitably filter a potentially large option-set in a
computationally-optimized manner, to permit real-time display of
the shortlisted options without requiring the explicit evaluation of
all scores and/or dominance relationships across all options.

The two traditional paradigms to produce the shortlist in such
multi-objective decisions are based on dominance and ranking by
utility, respectively. The first paradigm considers that an option
dominates another if all its attributes are more preferable (e.g., if
its ratings are higher on all aspects), giving rise to the well-known
skyline operator [2], and its generalization, the k-skyband [13]. The
second paradigm, i.e., ranking by utility, associates each option
with a utility score via a (user-specific) function over the option’s
attributes, and shortlists the top-k. Most commonly, the utility
function is a weighted sum of the option’s coordinates, where the d
weights capture the user’s preferences and together form the user’s
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weight vector w. This linear type of scoring has been shown by
user studies to effectively model the way humans assess tradeoffs
in real-life multi-objective decisions [14]. Furthermore, there are
sophisticated preference learning approaches to extract (an estimate
of) the user’s preference vector, like those reviewed in [3].

We will demonstrate that both aforementioned paradigms have
a strong geometric nature, and thus the most effective methods to
process them rely on spatial database tools. Skyline/skyband com-
putation and top-k processing, however, have been exhaustively
studied. We will show that there are many problem definitions
centered on these two paradigms which have only recently started
being explored, and which find application in effective shortlist-
ing of options, but also in effective market analysis and product
design/improvement. Using three specific examples, we will show
that the design principles for such problems are largely geometric,
and thus their efficient processing is amenable to spatial database
techniques.

The first example is the m-impact region (mIR) problem [17]. In a
context where users look for available products with top-k queries,
mIR identifies the part of the option space that attracts the most
attention from a given set of users (weight vectors). Specifically,
mIR determines the kind of attribute values that lead a (new or
existing) option to the top-k result for at least a fraction of the user
population. The mIR problem has several important applications.
First, it helps determine the “hottest” part of the market, i.e., the part
that attracts most of the users’ attention. Furthermore, mIR may
guide the improvement (or the design) of products. For instance, a
hotel’s management who plan to upgrade their premises/services,
would look for a placement in the region reported by mIR, i.e., they
can determine which aspects they need to boost more aggressively
to meet their goal (e.g., focus more on improving value than service).

The second example is motivated by the shortcomings of the
two paradigms for shortlisting options in multi-objective scenarios.
The skyline/skyband is intuitive and requires no preference input
but, on the downside, it is not personalizable and offers no control
over its output size which is often overwhelming [1, 4]. On the
other hand, ranking by utility is personalizable and, in the form of
a top-k query, has a controllable output size too. Its Achilles’ heel,
however, lies in specifying the “correct” weights, since a miniscule
change in w can drastically alter the top-k result [6, 20]. Whether
input directly by the user or mined by a preference learning tech-
nique, w is a mere estimate of the user’s actual, latent preferences.
We will overview the approach in [8], which provides an alterna-
tive shortlisting methodology. Specifically, it does take a weight
vector w as personalized preference input, but allows it to relax
(expand) in the preference domain, thus treating it only as a starting
point in the shortlist generation process. Moreover, it allows the
user/application to control exactly the output size, stopping the ex-
pansion when the desired number of options have been shortlisted.

The third example [9] focuses on the dataset itself, and aims to
assess its competitiveness with regard to different possible prefer-
ences, i.e., different types of users. Assuming that the set of available
options is represented as a multi-attribute dataset D, it defines mea-
sures of competitiveness, and represents them in the form of a
heat-map in the preference domain. In particular, it defines two
categories of measures: (i) utility-based, which capture how satisfied
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the different user types are expected to be with the options avail-
able in D; and (ii) competition-based, which quantify how steep the
competition among alternative products is with regard to different
preferences. After choosing the appropriate measure, it partitions
the preference domain into cells, and computes the competitive-
ness value for each cell. The competitiveness-marked cells form a
heat-map that represents how competitive the dataset is at different
parts of the user spectrum, i.e., for different types of preferences.
Applications of this heat-map include market analysis and business
development. On the former front, the highest competitiveness
cells indicate where the market’s strength lies and what types of
customers have attracted most of its efforts. This may lend a better
understanding of supply dynamics or spark further investigation
of the reasons behind the high competitiveness (or lack thereof) for
certain types of users. On the front of business development, high
competitiveness cells may indicate a saturation of the market for
the respective parts of the user spectrum. When the distribution
(or a representative sample) of the user preferences is known, the
heat-map enables even stronger support in both aforementioned
applications. To illustrate, we will present a case study based on
actual hotel data and user preferences mined from real TripAdvisor
reviews, revealing actionable market insights.

The talk will conclude with a recap of the potential to apply a
skillset typical to SIGSPATIAL attendees to a new domain, that of
preference querying.
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