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Abstract

Wireless scheduling plays an important role in the design of advanced wire-

less networks as it determines the QoS provisioning over the wireless link.

Compared to its wired counterpart, the design of wireless schedulers is a much

harder and challenging problem due to the unique characteristics of the wire-

less channel. While recent work focused on the design of wireless schedulers

to meet a given performance objective, our research aims to characterize the

QoS performance of a generic wireless scheduler in a downlink centralized

scheduling scenario.

We characterize each input flow in terms of its time-fraction requirement

(the fraction of resources that it should be allocated) and its channel agility

(the likelihood of transition from one channel state to another across succes-

sive time slots). These parameters characterize each class in a class-based

scheduling scenario. We define a channel-independent scheduler that aggre-

gates all the input flows prior to scheduling, and a generic channel-state de-

pendent wireless-fair scheduler that can be abstracted into various functional

components.

In particular, the slot allocation policy determines the QoS performance of the

wireless-fair scheduler under error-free conditions. We analyze the allocation

periodicity of perfectly-fair (i.e., allocated share = time-fraction requirement)

loop schedulers, based on which we propose a recursive implementation. On

the other hand, the arbitration scheme selects a flow for transmission in

i



ii Abstract

order to emulate the slot allocation policy under error-prone conditions. We

propose novel schemes that assign a priority to each flow instead of uniform

arbitration.

Since we assume a Markov-based wireless channel, we model the mechanism

of each scheduler as a Markov process. Although the ergodicity of the Markov

model is established for a two-flow scenario, our approach is not scalable in

a multiple-flow scenario. To address scalability issues of our basic model, we

define an abstraction of the wireless-fair scheduler (channel-state dependent

scheduler) that preserves the ergodicity of its corresponding Markov model.

We introduce a novel concept of constrained state-transition matrices, and

develop an analysis framework from which QoS metrics can be derived without

the tedious transient computations of Markov analysis.

Numerical results highlight the performance gain achieved with our proposed

slot allocation policy and arbitration schemes for the channel-state dependent

scheduler. In addition, for a channel-homogeneous scenario, we observe that

while flow aggregation achieves better QoS performance in an uncorrelated

channel, the channel-state dependent scheduler is superior in a persistent

channel. Hence, for a channel-heterogeneous two-class scheduling scenario,

we propose a novel hybrid scheduler that partitions the flows according to

their channel agility before applying the respective scheduling mechanism to

each partition. The proposed scheduler achieves good overall throughput as

well as low wireless receiver buffer requirements compared to its component

schedulers. This stresses the importance to exploit the long-term error be-

havior (channel agility), in addition to the instantaneous channel state in

the design of wireless schedulers.
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Chapter 1

Introduction

The importance of mobile connectivity along with the popularity of the In-

ternet is fuelling the development and roll-out of Third Generation (3G)

wireless systems and Wireless local area networks (WLAN). While WLANs

provide coverage over small areas with high density of demand for high-data-

rate wireless services requiring limited mobility, 3G wireless systems are more

suited to wide-coverage areas with moderate or low-density demand for wire-

less usage requiring high mobility. Since these systems are complementary,

the integration of 3G wireless and WLANs will be highly significant in mak-

ing wireless multimedia and other high-data-rate services a reality for a large

population. Ongoing work within the 3G Partnership Project (3GPP) seeks

to integrate both systems in order to make multi-access solutions effective.

We consider a generic wireless network (common to both 3G wireless sys-

tems and WLANs) as depicted in the left hand side of Fig. 1.1, where an

access point (AP) is the interface that links wireless receivers to a wired net-

work. All communication that is initiated by or terminated at any wireless

receiver is coordinated by the AP. We envisage a demand for such a network

to deliver wireless services from the wired network to the wireless receivers

(downlink). Examples of such services include multimedia messaging, voice

over WLAN and localized content distribution such as maps, newspapers

and entertainment guides. In order to be meaningful, the data traffic associ-

ated with these services must be delivered to the wireless receivers at specific

1



2 CHAPTER 1. INTRODUCTION

data rates and/or within specific delay, packet loss and jitter bounds. These

requirements can collectively be termed Quality of Service (QoS).

The end-to-end QoS provision for the wireless network depicted in Fig. 1.1

comprises the end-to-end QoS provision over the wired part of the network

and the QoS provision over the last hop, i.e., the wireless link. Traffic man-

agement schemes such as call admission, routing, flow control and packet

multiplexing (or scheduling) have been developed that guarantee end-to-end

QoS constraints over wired networks. On the other hand, QoS provision-

ing over the wireless link is achieved via admission control, resource alloca-

tion and packet scheduling at the AP. Specifically, given the performance

requirements (e.g., QoS) and input traffic descriptions (e.g., mean packet ar-

rival rate, burstiness), the wireless scheduler at the AP will allocate wireless

channel access to each receiver. Conversely stated, for a given input traffic

specification, the design of the wireless scheduler is an important problem in

wireless networking for:

• Wireless application development, since it determines the QoS that the

network can support;

• Wireless receiver design, since it determines the buffer requirement at

each wireless receiver, which is limited due to size and processing power

constraints of portable wireless devices.

While the capacity of a wired link is usually assumed to be constant, the

following property makes the problem a harder and more challenging one:

Property 1.1 A typical wireless link is characterized by:

a. High channel error rate

b. Bursty and time-varying channel capacity

c. Location-dependent channel capacity
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In this study, we consider the downlink scheduling problem at each access

point, e.g., B, as depicted in the right hand side of Fig. 1.1. Packets (assumed

to be fixed-size) arriving at B are queued into K input flows, where flow j

comprises packets destined for wireless receiver j. The wireless scheduler

allocates fixed-size time slots corresponding to the transmission time of one

packet to each flow j according to its time-fraction requirement, rj, i.e., the

proportion of bandwidth that should be allocated to it over a long interval.

Hence, any deviation in the actual proportion of allocated bandwidth results

in throughput-unfairness. Our objective in this study is to characterize the

QoS performance of wireless schedulers in terms of the input-flow and wireless

channel characteristics.
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Figure 1.1: A generic wireless network where data packets are delivered to wireless

receivers via access points (left) and an illustration of a wireless scheduling problem

at an access point B (right).

1.1 Related Work in QoS Provisioning

An abundance of scheduling policies that provide guaranteed QoS for wireline

networks exist in the literature, and can be broadly classified under General

Processor Sharing (GPS)-based [1, 2] policies and Service Curve-based Earli-

est Deadline (SCED) [3] policies. A service curve is a function that partially

characterizes the service received by a connection at a network element. GPS-

based scheduling policies induce a service curve for each connection based on
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assumptions regarding the incoming traffic. In contrast, in SCED policies, a

service curve is allocated and scheduling policies are then synthesized to sup-

port the allocated service curves, independent of any assumption regarding

the arriving traffic.

Several works have attempted to extend the provision of guaranteed ser-

vices by wireline scheduling to wireless links. In [4], the authors studied

the delay performance of a simple Automatic Repeat Request (ARQ) error

control strategy for communications over a bursty channel for a single flow.

In [5], the authors modelled a wireless channel in terms of QoS metrics for

a single flow. In [6], the author investigated the characteristics and traffic

effects of variable-rate communication servers. It is shown that if all input

connections to a fluctuation-constrained [7] work-conserving server node are

burstiness-constrained [8], deterministic or statistical bounds on queue length

and traffic delay in an isolated work-conserving variable-rate server node can

be computed as long as the stability criterion is satisfied. In [9], the author

considered the allocation of service curves over a time-varying channel mod-

elled by a traffic impairment process. Under SCED scheduling, together with

an ARQ policy, service curves can be allocated as long as the traffic impair-

ment process is stochastically upper bounded. The above works are limited

since the channel capacity is user-independent. In addition, the scheduling

policy is independent of the channel conditions and hence, resources may not

be efficiently utilized.

In [10], the authors considered a N -queue, single-server allocation problem,

where each queue is characterized by a time-varying connectivity variable

(user-dependent channel capacity). At each slot, the allocation decision is

based on the connectivity information and on the lengths of the connected

queues only. The stability properties of the system are characterized and

an optimal policy that maximizes the throughput and minimizes the delay

is obtained. However, the results are applicable only for the case where the

connectivity variable is uncorrelated across successive time slots. This is

an impractical assumption since channel errors are known to be bursty in
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nature. In addition, the optimal allocation policies only apply to the special

case of symmetric queues (i.e., all queues have similar arrival, service and

connectivity statistics).

1.2 Related Work in Wireless Scheduling

Direct application of wireline schedulers to the wireless media is not useful

due to the characteristics of the wireless channel defined in Property 1.1.

Instead of extending the QoS provisioning capability of wireline scheduling

to a wireless link, an alternative approach is to utilize feedback from each

wireless receiver to predict its channel state (i.e., whether it is erroneous or

error-free). Due to characteristics (b) and (c) in Property 1.1, it is highly

likely that at least one flow with an error-free channel exists at any instant.

Hence, in the wireless schedulers proposed in [11, 12], channel efficiency can

be optimized by restricting the candidates for transmission to those with pre-

dicted error-free channels. In [13, 14], the authors considered the downlink

scheduling problem in a CDMA system. In this case, the channel informa-

tion is embedded in the measured data rates, and the authors proposed an

exponential rule for scheduling that optimizes the throughput. A compre-

hensive survey of wireless schedulers that differ in the mechanism of selecting

the instantaneous ‘best’ flow to transmit while trading-off amongst various

performance constraints such as throughput, fairness and delay can be found

in [15].

Most wireless schedulers proposed recently [16, 17, 18, 19, 20, 21, 22] can be

mapped onto a Unified Wireless Fair Queuing Framework (UWFQF) [23].

In this framework, a wireless scheduler comprises a wireline scheduler as

well as a wireless adaptation scheme. While scheduling is performed using

the wireline algorithm under error-free conditions, the wireless adaptation

scheme takes over when these conditions no longer prevail.

A common wireless adaptation scheme involves flow swapping and reassign-

ment. With this scheme, when a flow j that is scheduled for transmission
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predicts channel errors, another flow k that perceives an error-free channel

is selected for transmission. After this swapping, flow j lags behind (flow k

gains a lead over) its time-fraction requirement. The scheduler accounts for

the ‘lost’ transmission opportunity by flow j and attempts to compensate for

it at a later time.

In addition to the time-fraction requirement, these schedulers seek to achieve

a trade-off between channel efficiency and short-term fairness provision, which

is determined by the extent to which flow swapping is permitted. If flow swap-

ping is unbounded, a flow could lag behind another flow by a huge amount

due to an error burst (poor short-term fairness). However, if flow swapping

is restricted, the scheduler will achieve short-term fairness at the expense of

reduced channel efficiency due to ‘wasted’ slots when no flow transmits.

1.3 Limitations in existing QoS Analysis of

Wireless Schedulers

The main contribution in recently proposed wireless schedulers lies in the

design of the wireline scheduler as well as the wireless adaptation scheme in

order to achieve trade-offs amongst various QoS metrics as well as fairness.

Most of the works have relied on simulations to evaluate the performance of

the schedulers. Although analytical QoS bounds for some wireless schedulers

are derived and presented in [23], they suffer from the following limitations:

1.3.1 Error-free Conditions

Under error-free conditions, the wireless scheduler reduces to its wireline

scheduling component. Hence, the QoS bounds for the wireless scheduler

derived under such conditions correspond to that of the wireline scheduler.

Since these bounds are likely to be degraded under practical channel condi-

tions, and the extent of degradation depends on the channel characteristics,

they can only serve as optimistic bounds.
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1.3.2 Worst-case Error Rate

In the case of the Wireless-Fair Service [17] scheduler, QoS bounds are derived

under error-prone conditions, which are more meaningful for assessing the

performance of the scheduler. As an example, on average, all Head-of-Line

(HOL) packets for a lagging flow j, with time-fraction requirement rj, given

the worst-case channel error rate of pc(1), will be successfully transmitted

within nj slots, where

nj ≤ (
∑

j∈F

L

C
) +

L

Crj

1

(1 − pc(1))
(1.1)

where F = set of all flows, C = channel capacity in bits/sec and L = packet

size in bits/packet.

Since wireless channel errors are typically bursty in nature, they cannot be

sufficiently characterized by a worst-case error rate. Hence, the bound given

in Eq. (1.1) will be too conservative for practical wireless channels that

conform to Property 1.1, leading to sub-optimal use of scarce radio resources.

1.3.3 Guaranteed QoS Provisioning

Certain applications, e.g., continuous media, with strict delay constraints,

can typically tolerate some losses. Therefore, guaranteed QoS constraints

(such as Eq. (1.1)) may be overly conservative for such applications. This

prompted research on providing statistical QoS guarantees (e.g., [24] and

references therein). Instead of specifying a single QoS constraint ν that is

satisfied by all packets, statistical QoS provisioning bounds the fraction of

packets, ω, that violates the QoS constraint, ν. In order to guarantee end-to-

end QoS over a wired network, users negotiate with the network in order to

limit the amount of traffic (or traffic regulation) they can send over an interval

of time. The statistical QoS guarantees are usually expressed as a function

of the regulator function (or arrival envelop). Extending these guarantees to

include a wireless last-hop is non-trivial as described in Section 1.1.
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1.4 Research Goals

The above evidence emphasizes the need for further work on a more complete

characterization of the QoS performance of wireless schedulers. This forms

the goal of our research, which we achieve through the following sub-tasks

(See Fig. 1.2):

Definition and Modelling : We define the scope of our scheduling prob-

lem (see Fig. 1.1) in terms of the scheduling scenario, the wireless

scheduler, the wireless receivers and desired QoS metrics. (Chapter 2)

Performance Analysis : We derive the performance metrics for a wireless

scheduler in terms of the scheduling scenario. (Chapter 3 and 4)

Numerical Results and Applications : We use numerical results to study

the trade-offs amongst scheduler design, receiver design as well as QoS

metrics for a given scenario, and also to suggest enhancements to the

wireless scheduler design. (Chapter 4, 5 and 6)
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Figure 1.2: Specification of our research tasks.

1.5 Research Contributions

In this study, we consider a class-based scheduling scenario, where each class

is specified by the traffic and channel characteristics of each flow that belongs
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to it. Such a scenario admits a simple and efficient scheduler that caters to

the requirements of diverse applications. Contrary to previous work that fo-

cused on wireless scheduler design to achieve a certain performance objective,

we consider a generic scheduler model where different abstractions of each

component can be defined to fulfil different performance objectives.

We introduce the notion of constrained state-transition matrices, from which

we develop a performance analysis framework to derive the delay probabil-

ity density function (pdf) while skipping tedious computations of transient

Markov analysis. Unlike previous work that yield first-order deterministic

metrics, our framework permits a wider spectrum of statistical performance

metrics (including higher-order metrics) to be computed.

Such a QoS characterization of the wireless scheduler is important for the

design of wireless applications and wireless receivers, which is illustrated in

terms of the admissibility of the wireless scheduler under QoS (efficiency and

real-time) constraints as well as wireless receiver buffer requirement. While

most wireless schedulers utilize short-term channel information, we highlight

the importance of long-term channel information in wireless scheduler design.

1.6 Organization of the Thesis

The remainder of the thesis is organized as follows. In Chapter 2, we define a

Two-State Markov Model for the channel of each flow. The channel param-

eter, together with the time-fraction requirement, of each flow characterize

each class in a class-based scheduling scenario, which is x -homogeneous if

all classes are indistinguishable with respect to x. In addition, we define a

generic wireless scheduler model as well as performance metrics that can be

expressed in terms of the HOL packet delay pdf.

In Chapter 3, we define various abstractions of the scheduler model and

also define a Fair Aggregation (FA) scheduler that aggregates the packets

into a single flow fairly prior to FIFO transmission. We perform a Markov
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analysis for a two-flow scenario to derive the HOL packet delay pdf and

verify the ergodicity of various scheduler models. Numerical results illustrate

the trade-offs amongst various QoS metrics for each scheduler, as well as

amongst different schedulers in a homogeneous scenario. We also highlight

the limitation of our modelling approach for a Wireless-Fair Scheduler (WFS)

in a multiple-flow scenario.

In Chapter 4, we overcome the above scalability limitation by disabling the

fairness module of the WFS, and propose various schemes to embed its func-

tions within other components of the resultant Channel-State Dependent

(CSD) scheduler. We develop a performance analysis framework based on

the notion of constrained state-transition matrices to analyze the CSD sched-

uler. We also establish the relationship between the wireless receiver buffer

requirement and the QoS metrics of the wireless scheduler. Numerical results

highlight the trade-offs amongst QoS, efficiency and wireless receiver buffer

requirement for a CSD scheduler in a channel-homogeneous scenario.

We propose a novel idea of a hybrid CSD-FA scheduler in Chapter 5 that

exploits the long-term channel behavior in addition to the instantaneous

channel state. We apply the framework developed in Chapter 4 for the

performance analysis of the hybrid scheduler. Numerical results verify the

performance gain obtained relative to a regular CSD scheduler in a two-class

channel-heterogeneous scenario.

Next, we address the effects of input-heterogeneity on the design of the CSD

scheduler in Chapter 6. We define the periodicity of allocation to each flow

as the optimization criteria, and evaluate the periodicity characteristics of

various known loop schedulers. Based on the analysis, we propose a recursive

implementation which achieves good periodicity performance in an input-

heterogeneous class-based scenario.

Finally, Chapter 7 summarizes the research and integrates the results pre-

sented in the previous chapters. In addition, possible extensions to the re-

search are suggested.



Chapter 2

Problem Definition and
Modelling

In this chapter, we define and model each component of our scheduling prob-

lem as depicted in the RHS of Fig. 1.1. This comprises the wireless schedul-

ing scenario (input-flows and wireless channel), the wireless scheduler and the

wireless receiver. In addition, we also define the QoS performance metrics

considered in this study.

2.1 Wireless Scheduling Scenario

We specify the wireless scheduling scenario by the traffic and channel char-

acteristics of each flow. We define the respective models, and propose a

class-based scheduling scenario in the following.

2.1.1 Input-Traffic Model

Each AP comprises K input queues, one corresponding to each wireless re-

ceiver within its coverage area. Hence, each packet that arrives at the AP

(assumed to be fixed-size with transmission time of one slot) is dispatched

into the queue that corresponds to its destination wireless receiver, as de-

picted in the RHS of Fig. 1.1.

11
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Each input queue (or flow) j can be specified in terms of its packet arrival

statistics, its buffer size and its time-fraction requirement, rj. In this study,

we ignore the consideration of the former characteristics with the following

assumptions for each input flow:

• Continuous backlog

• Infinite buffer size

Without loss of generality, we assume that rj ≤ rk if j < k.

2.1.2 Wireless Channel Model

Since the performance of a wireless scheduler is influenced by the channel

characteristics, it is pertinent to define the channel model considered in our

study. A typical channel model that captures the characteristics defined

in Property 1.1 is the Gilbert-Elliott channel [25], where the channel state

c
j
i ∈ {0, 1} behaves according to a stationary Two-State Markov Chain

(2SMC). The state-transition diagram for the channel model is given in Fig.

2.1. The wireless receivers are assumed to be sufficiently separated spatially

such that the channel states of different flows are independent.
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Figure 2.1: State-transition diagram of a Two-State Markov Chain (2SMC) error

model for flow j at slot i.

We specify the channel model in terms of (p
c
(0)=[pc1(0),pc2(0),· · · ,pcK (0)],

g=[g1,g2,· · · ,gK ] and γ=[γ1,γ2,· · · ,γK ]), which are defined as follows:
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γj : When c
j
i=1 (bad channel), any attempted transmission by flow j in slot

i always fails; on the other hand, when c
j
i=0 (good channel), the cor-

responding probability of a successful transmission is 1-γj. We assume

that γj = γ, 1≤ j ≤ K, in this study.

pcj(0) : pcj(0) denotes the steady-state probability of the channel of flow j

being in state 0 and is an indication of the quality of the channel. It

varies according to the distance of wireless receiver j from the AP. We

assume that the coverage area is sufficiently small so that the chan-

nel quality of all flows are identical, i.e., pcj(0)=pc(0) >0 (otherwise,

transmissions will never occur).

gj : gj indicates the level of ag ility of the error behavior across successive

slots for flow j, and varies according to the mobility of wireless receiver

j as well as its environment. For small ε, we can categorize the channel

according to gj as follows:

gj =







ε, Persistent channel;
1, Uncorrelated channel;
2 − ε, Oscillatory channel.

We define the decimal equivalent of the binary sequence cK
i cK−1

i · · · c1
i (de-

noted by c̈K
i ) as the ensemble channel state variable, with state space given

by {0, 1, 2, · · · 2K − 1}. Therefore, the corresponding state-transition proba-

bility matrix, p
c̈K

, is of dimensions 2K × 2K and can be computed, for K ≥

2, using the following recurrence relation:

p
c̈K

=

[
p

c̈K−1
· pcK (0|0) p

c̈K−1
· pcK (1|0)

p
c̈K−1

· pcK (0|1) p
c̈K−1

· pcK (1|1)

]

(2.1)

where

p
c̈1

=

[
pc1(0|0) pc1(1|0)
pc1(0|1) pc1(1|1)

]
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and pcj(x|y) is the transition probability of cj from state y to state x. The

channel agility, gj, can be expressed in terms of pc(0) and pcj(0|1) as follows:

gj =
pcj(0|1)

pcj(0)

If we define p
c̈K
i

= [pc̈K
i
(C)]2

K−1
C=0 , then, for any N>0, we have:

p
c̈K
i+N

= p
c̈K
i

×
N∏

u=1

p
c̈K

(2.2)

Although such a model is inadequate for schedulers that employ rate-adaptation

schemes for data service, our focus is on delay-sensitive flows where rate-

adaptation schemes are not suitable. Recent research also revealed that such

a channel model may not be sufficiently accurate for certain fading channels

and Markov Chains with more states [26, 27] or higher order [28] have been

suggested. However, it is not clear to what extent the accuracy of the model

will have an influence on the performance of wireless scheduling. Hence, we

perform our analysis based on a 2SMC model, which is also analytically more

tractable.

2.1.3 Class-based Scheduling Scenario

A class-based scheduling framework [29] is based on the paradigm of ser-

vice classes, where flows with a common characteristic are grouped into the

same class. This framework is intended to cater to the requirements of di-

verse networking applications and at the same time, it simplifies scheduling

complexity and enables efficient and fair sharing of resources.

We define a general class-based scheduling scenario that comprises C classes.

Each class x comprises κx flows whose indices are defined by Cx, where

Cx = {

x−1∑

y=1

κy + 1,
x−1∑

y=1

κy + 2, · · · ,

x∑

y=1

κy}
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Let ỹ denote the class-based equivalent of the variable y used to describe

flow characteristics. In our study, each class x is characterized in terms of its

time-fraction requirement r̃x and its channel agility, g̃x, such that any flow

j ∈ Cx if and only if (rj,gj) = (r̃x,g̃x). Any class-based scheduling scenario

can be specified by the vectors κ, r̃ and g̃.

For 1≤ x, y ≤ C, where x 6= y, a scheduling scenario is input-homogeneous

if r̃x=1, and input-heterogeneous if r̃x 6= r̃y; similarly, a scheduling scenario

is channel-homogeneous if g̃x=g, and channel-heterogeneous if g̃x 6= g̃y. We

define a homogeneous scheduling scenario as one that is both input- and

channel-homogeneous.

We consider the special case of κ = [1,· · · ,1] in Chapter 3 and 4. In this case,

K = C, and the scheduling scenario can be specified by the vectors, r and g.

2.2 Wireless Scheduler Model

The generic wireless scheduler model that we consider in this study comprises

a Slot Allocation Policy (SAP), Channel Status Monitor (CSM), Fairness

Monitor (FM), Arbitration Scheme (AS) and the Packet Dispatcher (DISP),

as illustrated in Fig. 2.2. At the beginning of each slot i, the AS assigns a

transmission priority to each flow based on the SAP, CSM and FM, and the

DISP dispatches the HOL packet of the flow with the highest priority, fi,

for transmission. While the SAP offers QoS performance guarantees under

error-free conditions, the AS attempts to emulate its efficiency and fairness

performance based on the CSM and FM respectively under error-prone con-

ditions. We describe the mechanism of each component in this section.

2.2.1 Slot Allocation Policy (SAP)

Under error-free conditions, the mechanism of the wireless scheduler is deter-

mined by the SAP. Variants of packetized fluid-fair (or weighted-fair) queue-
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Figure 2.2: Generic wireless scheduler model, with illustration of state flow, downlink

packet flow (dashed) and uplink packet flow (dotted) in slot i.

ing algorithms (WFQ) [1, 2, 30, 31, 16, 17] are popular choices since they

achieve throughput, delay and fairness bounds under error-free conditions.

However, we restrict the choice of the SAP to perfectly-fair loop schedulers

(denoted by Fr) as they are simpler to implement and are mathematically

tractable. They possess the following properties, where R =
∑C

x=1 κxrx =
∑K

j=1 rj is the loop size:

Property 2.1 If the SAP ∈ Fr allocates slot i to flow aSAP
i , then

• For any i>0, aSAP
i = aSAP

i+R ;

• Within any interval of R slots, rj slots must be allocated to flow j,

1≤ j ≤ K.

In fact, for fixed-size packets with transmission time of one slot, if all flows

are backlogged at all times during the interval of analysis, then Weighted

Round Robin (WRR) with spreading (which can be implemented as a loop

scheduler) is equivalent to WFQ [16]. We consider the design and analysis of
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perfectly-fair loop schedulers that minimize the HOL packet delay variation

in Chapter 6.

2.2.2 Channel Status Monitor (CSM)

The CSM maintains the history of the ensemble channel state based on feed-

back (see Section 2.2.5) from wireless receivers on the status of each downlink

transmission, and uses this information for channel prediction.

Specifically, at the beginning of each slot i, c̈K
i−x, x>0 is available and is used

to generate the prediction, ˆ̈cK
i , of the current channel state, c̈K

i . We consider

a probabilistic one-step predictor (OSP) with parameters (p0̂,p1̂) defined as

follows:

Prob(ĉj
i = c

j
i−1 | c

j
i−1 = C) =

{
p0̂, C = 0;
p1̂, C = 1.

(2.3)

The predictor parameters (p0̂,p1̂) are typically close to 1 since most channels

are bursty in nature.

For the special case of perfect channel knowledge (PCK), we have the follow-

ing for 1≤ j ≤ K :

ĉ
j
i = c

j
i

2.2.3 Fairness Monitor (FM)

If transmissions take place according to the SAP, fairness will be maintained.

However, due to channel errors, it may be preferable to transmit flow j in-

stead of flow aSAP
i in slot i (flow swapping) in order to minimize ‘wasted’

slots. When this happens, the time-fraction requirement of both flows are

no longer satisfied, resulting in ‘unfairness’.

The FM attempts to restore fairness provision by keeping track of flow swap-

ping activities. The notion of per-flow lag (lead) is defined to monitor the
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amount of additional throughput that a flow is entitled to (needs to relin-

quish) in the future in order to compensate for throughput lost (gained) in

the past due to flow swapping. This parameter is updated for flows j and k

whenever flow swapping takes place between these flows.

If l
j,k
i denotes the lead of flow j relative to flow k at the end of slot i, then

when flow j transmits in slot i where aSAP
i 6= j, l

j,aSAP
i

i = l
j,aSAP

i

i−1 + x(r) while

l
aSAP

i ,j

i = l
aSAP

i ,j

i−1 − x(r), where x(r) is a function of r.

Flow j is defined as leading, lagging or in-sync (neither leading nor lagging)

at the end of slot i according to the following, where l
j
i =

∑K

k=1,k 6=j l
j,k
i :

l
j
i







= 0, flow j is in-sync;
> 0, flow j is leading;
< 0, flow j is lagging.

Since the updating mechanism is symmetric, we have the following property:

K∑

j=1

l
j
i = 0

2.2.4 Arbitration Scheme (AS)

The AS attempts to emulate the performance of the SAP under error-prone

conditions based on (aSAP
i , ˆ̈cK

i ,li−1). Its mechanism comprises the following:

Eligibility : This component determines which flows are ‘eligible’ for trans-

mission according to the following criteria:

• Channel Efficiency : In order to maximize channel efficiency,

a flow j is eligible for transmission in slot i only if ĉ
j
i = 0, since

this increases the likelihood of a successful transmission.

• Fairness : In order to bound the level of ‘unfairness’, we define

a threshold, lmax, such that a flow j is eligible for transmission in
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slot i only if |lji−1| ≤ lmax. The choice of lmax determines the trade-

off between channel efficiency and fairness; A large lmax implies

that a flow could lag behind another flow by a huge amount due to

an error burst (unfairness) while a small lmax will achieve fairness

at the expense of reduced channel efficiency due to ‘wasted’ slots.

In this study, we consider transmission heuristics that optimize channel

efficiency over fairness provisioning. Hence, we choose lmax to be a

sufficiently large number (but finite) and the set of eligible flows in slot

i, Gi, is given as follows:

Gi = {arg1≤m≤K ĉm
i = 0}

Priority Assignment and Selection : This component assigns a prior-

ity to each eligible flow and selects the flow fi ∈ Gi with the high-

est priority for transmission. We propose various priority assignment

schemes in Chapters 3 and 4.

2.2.5 Packet Dispatcher (DISP)

The DISP dispatches the HOL packet of flow fi for transmission. Under ideal

conditions where channel prediction is perfect and γ=0, the transmission

will always be successful; however, such conditions do not hold in reality,

and hence, packets received erroneously may have to be re-transmitted. The

choice of an ARQ mechanism for re-transmission is important since it affects

the QoS performance of the wireless scheduler.

In this study, we consider a simple Stop-and-wait ARQ, where a copy of the

transmitted packet is stored in a separate buffer in the DISP. The scheduler is

notified about the outcome of each transmission through feedback from the

wireless receiver, and we assume that all feedbacks are correctly received.

With a failed transmission, the packet is enqueued to the HOL of flow fi for

retransmission; otherwise, the copied packet is deleted from the buffer.
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2.3 Wireless Receiver Model

Since wireless receivers, e.g., cellular phones and PDAs, need to be portable,

they are usually constrained in terms of size. This imposes limitations in

terms of memory capacity and battery power, which in turn limits the buffer

size and processing power of the wireless receiver. While much research on

energy-efficient wireless scheduling (e.g., [32, 33, 34]) focuses on the effects

of the latter constraint on the wireless scheduler design, we consider the

impact of the QoS performance of the wireless scheduler on the buffer size

requirement of the wireless receiver in this study.

Since our scheduling system is time-slotted, a discrete-time G/G/1 system

can be used to model the queueing behavior at each wireless receiver. Let us

designate the variables wj and sj as the steady-state waiting time and service

time (in slots) at wireless receiver buffer j respectively. If the propagation

delay over the wireless channel is negligible compared to the inter-arrival

time at the wireless receiver, then the latter corresponds to the HOL packet

delay, nj.

If qj denotes the number of packets in queue j at each packet arrival in steady

state, then wj can be expressed in terms of qj and sj as follows:

wj = qj · sj

The above notations are illustrated in Fig. 2.3.

We establish the buffer size required to sustain an acceptable buffer overflow

rate in terms of statistics of nj and sj in Chapter 4.

2.4 Definition of QoS Performance Metrics

Let pnj , E[nj] and V ar[nj] denote the pdf, mean and variance of nj respec-

tively. In this section, we define the QoS metrics that are used to quantify the

performance of the wireless scheduler, and categorize them into two groups:
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Figure 2.3: Illustration of G/G/1 model for wireless receiver for flow j.

(a) Long-term (or steady-state) and (b) Short-term Performance Metrics.

2.4.1 Long-term Performance Metrics

Overall Throughput

Let tjτ denote the number of successful flow j transmissions in the interval

[0,τ ]. Since the throughput of flow j (denoted T j
τ ) over the same interval is

defined as the average number of transmissions per slot, we have:

T j
τ =

E[tjτ ]

τ

If T j denotes the steady-state throughput of flow j, then due to the assump-

tion of continuous backlog in each input flow, we have the following:

T j = lim
τ→∞

T j
τ

=
1

E[nj]
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Since wireless bandwidth is a scarce resource, it is desirable to maximize the

overall throughput, T, where

T =
K∑

j=1

T j (2.4)

=
K∑

j=1

1

E[nj]

Throughput-Fairness

We consider the notion of fairness with respect to the individual flow (abso-

lute fairness) as well as a pair of flows (relative fairness).

Absolute Fairness : Any flow j expects that the fraction of service ob-

tained within an interval will be as close to the fraction it should get

as possible. We define our fairness metric in terms of the deviation

between the normalized received service and the normalized requested

service (or equivalently, the time-fraction requirement) as follows:

∆j
τ =

tjτ
τ
−

rj

R

For good long-term fairness performance, it is desirable to minimize

the expected value of ∆j
τ . Hence, we compute the first-order statistic,

∆j, as follows:

∆j = lim
τ→∞

E[∆j
τ ]

= T j −
rj

R

Relative Fairness : Between any pair of flows, any flow j expects that it

should be fairly treated relative to another flow k. This corresponds to

the relative fairness between both flows, which can be evaluated by the
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Relative Fairness Bound [30], FM j,k
τ , defined as follows:

FM j,k
τ = |

t
j
τ

τ

rj

R

−
tkτ
τ

rk

R

|

For good long-term fairness performance, we desire the expected value

of FM j,k
τ to be as small as possible. Hence, we define and evaluate the

following metric:

FM j,k = lim
τ→∞

E[FM j,k
τ ] (2.5)

= |
T j

rj

R

−
T k

rk

R

|

Packet dropping rate due to Delay Bound Violation

Given pnj , we can write the HOL packet delay distribution function, PN , as

follows:

PN =
N∑

Nj=1

pnj

We consider real-time applications that carry delay-sensitive traffic such that

each packet needs to arrive at the wireless receiver within Nmax slots after

becoming HOL; otherwise, the delay bound is violated and the packet will

be ’dropped’ by the scheduler. Since 1-PNmax
denote the probability of de-

lay bound violation, if α is the acceptable packet dropping rate, then the

scheduler supports the given real-time application if the following condition

holds:

1 − PNmax
≤ α (2.6)

Delay Jitter

Jitter is the short-term variation or instability in the duration of a specified

time interval, which is the HOL packet delay in our case. Quantitatively, the
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HOL packet delay jitter for flow j, σnj , is defined as follows:

σnj =
√

V ar[nj]

It is an important QoS metric for multimedia applications since it determines

the buffer size, bj, required at the wireless receiver to ensure continuous

playback while keeping packet loss due to overflow within an acceptable level.

The relationship between bj and σnj is derived in Chapter 4.

2.4.2 Short-term Performance Metrics

From the description in Section 2.4.1, we can determine the short-term fair-

ness performance by evaluating the metrics, ∆j
τ and FM j,k

τ , as a function of

τ . To do so, we need to evaluate the distribution of tjτ . We illustrate the

evaluation for a two-flow scenario in Chapter 3.

2.5 Summary

In this chapter, we characterize and model each component of our wire-

less scheduling problem, which comprises the wireless scheduling scenario,

the wireless scheduler and the wireless receiver. The scheduling scenario in-

cludes the input-traffic and wireless channel characteristics, based on which

we define various class-based scheduling scenarios. We also define the QoS

performance metrics considered in this study, and expressed them in terms

of statistics of the HOL packet delay. In the next two chapters, we describe

our analysis framework for evaluating the HOL packet delay pdf of various

wireless schedulers in terms of the input and channel parameters for various

scheduling scenarios.



Chapter 3

Stochastic Analysis of Wireless
Schedulers

In Chapter 2, we defined the components of the wireless scheduling problem

and also defined various QoS metrics that can be expressed in terms of the

statistics of the HOL packet delay. In this chapter, we describe our approach

to derive pnj for various wireless schedulers in terms of the input-flow and

channel parameters.

Since we assume a Markov-based wireless channel model, it is natural to

model the wireless scheduling mechanism as a Markov process, and derive

p
n

= [pn1 pn2 · · · pnK ] in terms of the channel parameters (pc(0),g) for a

given r. Our approach is similar to the work in [4]; while the authors in [4]

studied the delay performance of a simple FIFO scheduler with ARQ error-

control strategy for communications over a bursty channel of a single flow,

we consider a more complex problem of a channel-dependent scheduler in a

multiple-flow scenario.

In this chapter, we define variants of wireless schedulers based on the generic

model and present our approach for the Markov modelling and analysis of

these schedulers [35] for the case where κ=[1,· · · ,1].

25
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3.1 Definition of Wireless Schedulers

The generic wireless scheduler model defined in Chapter 2 can be abstracted

in terms of the mechanism of the SAP, CSM, FM and the AS. In this section,

we specify the mechanisms of the SAP, CSM and the FM and define variants

of wireless schedulers that differ in terms of the AS.

3.1.1 SAP

We consider a WRR mechanism for the SAP, where each flow j is allocated a

contiguous block of rj slots exactly once within any cycle or loop of R slots.

In this study, we consider a simple WRR mechanism where flows are allocated

in ascending order of their indices. The resulting allocation sequence, aWRR,

is shown in Fig. 3.1. It is easy to show that aWRR satisfies Property 2.1, and

hence, WRR ∈ Fr.

2


r

1


1
 1
 1
2
3
K
 K
1


r

2


r

K


...
...
...
 ......


Allocation Cycle (
 R
 slots)


K


Figure 3.1: Allocation sequence for WRR slot allocation. Flows are allocated in

ascending order of their indices, where each flow j is allocated a block of rj slots.

3.1.2 CSM

We consider two variants for the channel prediction mechanism: (a) deter-

ministic OSP, where p0̂ = p1̂ = 1.0 and (b) PCK.

3.1.3 AS

We define three variants of wireless schedulers according to the AS as follows:
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Wireless-Fair Scheduler (WFS) : We define a Wireless-Fair Scheduler

(WFS) that achieves optimal channel efficiency while maintaining fair-

ness provision [16, 17, 18, 20, 22]. The AS achieves this by assigning

a higher priority to a more lagging eligible flow (where ties are bro-

ken arbitrarily) so that its service deficit can be compensated as soon

as possible; however, if all eligible flows are in-sync, then the highest

priority is assigned to flow aSAP
i if it is eligible; otherwise, the arbitra-

tion function, Arb(), determines the alternative flow to be selected for

transmission.

If we define the set Li ⊆ Gi as follows:

Li = {arg min
g∈Gi

l
g
i−1}

then the flow fi with the highest transmission priority is given as fol-

lows:

fi =

{
aSAP

i , aSAP
i ∈ Li and l

j
i−1 = 0∀j ∈ Li

Arb(Li), otherwise.

where

Prob(Arb(Li) = j) =

{ 1
|Li|

, j ∈ Li;

0, otherwise.

Channel-State Dependent Scheduler (CSD) : We define a Channel-

State Dependent (CSD) scheduler by disabling the FM in the generic

wireless scheduler model. Hence, the goal of this scheduler is to maxi-

mize channel efficiency while disregarding fairness provision. Disabling

the FM is equivalent to setting l
j
i =0 ∀ i,j. As a result, Li = Gi, and fi

can be determined as follows:

fi =

{
aSAP

i , aSAP
i ∈ Gi

Arb(Gi), otherwise.

where

Prob(Arb(Gi) = j) =

{ 1
|Gi|

, j ∈ Gi;

0, otherwise.
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Channel-State Independent WRR Scheduler (WRR) : We define a

further abstraction by disabling both the FM and the CSM in the

generic wireless scheduler model. As a result, the AS simply selects

flow aSAP
i for transmission in slot i regardless of its channel state.

Fair-Aggregation (FA) Scheduler : We define a variant of the Channel-

State Independent Scheduler using the concept of flow aggregation

[36], where multiple flows are combined into an aggregate flow prior to

scheduling at the wireless link. Example applications of flow aggrega-

tion include ATM networks, the Class-Based QoS Framework proposed

in [29] and the DiffServ QoS model [37]. Flows may be aggregated

according to various criteria, e.g., common QoS requirements and/or

source-destination specifications.

We define our Fair-Aggregation (FA) scheduler to comprise a fair ag-

gregator followed by a packet dispatcher. The fair-aggregator schedules

packets from each input-flow according to r such that they arrive in a

single queue at the packet dispatcher in the order as depicted in Fig.

3.2. Notice that the packet transmission cycle corresponds to the slot

allocation cycle in the WRR scheduler.
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Figure 3.2: Components of a Fair-Aggregation scheduler. The Fair-Aggregator dis-

patches packets from each input-flow such that they arrive in a single queue according

to a WRR allocation sequence at the packet dispatcher.
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3.2 Markov Modelling of the Wireless-Fair

Scheduler

In this section, we develop a Markov model for the Wireless-Fair Scheduler

defined in Section 3.1. In order to illustrate the modelling approach, we

consider the simple case of K=2 and r= [1,R-1], where R>1, R∈ Z+.

3.2.1 SAP

For K -flow scheduling, given r, in order to implement the WRR allocation

policy depicted in Fig. 3.1, we define the counter variable, u, which is incre-

mented at the end of each slot, and is reset to zero at the beginning of each

allocation cycle (i.e., u ≡ u (modulo R)). Given ui−1, aSAP
i can be computed

as follows:

aSAP
i = {j :

j−1
∑

k=1

rk ≤ ui−1 ≤

j
∑

k=1

rk − 1, 1 ≤ j ≤ K} (3.1)

For our simple case, Eq. (3.1) becomes:

aSAP
i =

{
1, ui−1 = 0;
2, 1 ≤ ui−1 ≤ R − 1.

(3.2)

3.2.2 FM

Recall that l
j,k
i denotes the lead of flow j over flow k at the end of slot i.

Since l
j,k
i and l

k,j
i are updated concurrently whenever flow swapping takes

place between flows j and k, for K=2, this implies that it suffices to define

a single variable, li, to denote the lead of flow 1 relative to flow 2 (or the lag

of flow 2 relative to flow 1) at the end of slot i.

The value of li is updated according to the transmission event that occurs in

slot i. Let us denote any event associated with flow j that can occur in any
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slot i by E
j

aSAP
i

, where 1≤ j, aSAP
i ≤ 2. Then, we have the following:

E
j

aSAP
i

∈

{

Flow j f ails or def ers its transmission in slot i (Fj

aSAP
i

),

Flow j transmits successfully in slot i (Sj

aSAP
i

)

}

(3.3)

When no transmission takes place in any slot (denoted by F), neither flow

achieves any lead over the other flow. However, when the event S1
2 takes place,

flow 1 gains in lead over flow 2; on the other hand, when the event S2
1 takes

place, flow 1 suffers a lag relative to flow 2. When flows transmit successfully

in their allocated slots (i.e., event S1
1 or S2

2 occurs), if they were in-sync in

slot i -1, neither flow gains in lead with respect to each other. Otherwise, the

flow that is allocated slot i was lagging in slot i -1 (since lagging flows always

receive priority in transmission). Its lag will be reduced after transmitting

successfully in slot i.

Since the variable u tracks the slot allocation policy based on r, it is not

updated when the scheduler is in ‘compensation’ phase (i.e., when flows are

not in-sync or li 6= 0). Hence, we can generalize the procedure to update u

as follows:

ui =

{
ui−1 + 1, li = 0;
ui−1, otherwise.

(3.4)

Note that under error-free conditions, li=0 always and hence, u is incre-

mented at the end of every slot.

According to [23], each update in lag or lead either increments or reduces the

value of l by one slot. Based on the above, the effects of each transmission

event in slot i on li can be depicted as follows:

li =







li−1, F ∪ [(S1
1 ∪ S2

2) ∩ li−1 = 0];
li−1 + 1, S1

2 ∪ [S1
1 ∩ li−1 < 0];

li−1 − 1, S2
1 ∪ [S2

2 ∩ li−1 > 0].
(3.5)

However, according to the algorithms in [23], if some packetized fluid-fair

queuing mechanism is used as the SAP, the scheduler can keep track of the

cumulative service received by each flow based on the finishing time of its
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HOL packet. Accordingly, when flows become in-sync after an error-burst,

they will be allocated service with priority, thus maintaining fairness.

In our case, the simple WRR mechanism does not keep track of the cumu-

lative service already received by each flow. Hence, when the flows become

in-sync after an error burst, they will be scheduled as though they have re-

ceived their fair allocation, which is clearly not the case. In order to restore

the fairness property, we propose a weighted lead/lag updating scheme as

follows:

li =







li−1, F ∪ [(S1
1 ∪ S2

2) ∩ li−1 = 0];
li−1 + R − 1, S1

2 ∪ [S1
1 ∩ li−1 < 0];

li−1 − 1, S2
1 ∪ [S2

2 ∩ li−1 > 0].
(3.6)

In this way, whenever flow 1 ‘consumes’ the slots of flow 2 or whenever it

‘recovers’ from its lag, its lead is incremented by R-1 so that an additional

R-1 slots will be allocated to flow 2 in order to satisfy the constraint imposed

by r.

3.2.3 AS

Recall that we defined the transmission heuristic such that transmission pri-

ority is always given to the most lagging flow if it exists. We can incorporate

this heuristic into Eq. (3.2) as follows:

ei =

{
1, li−1 < 0 ∪ {li−1 = 0 ∩ ui−1 = 0};
2, li−1 > 0 ∪ {li−1 = 0 ∩ ui−1 > 0}.

(3.7)

ei can be interpreted as the output of an emulated SAP which will be used

to measure the deviation from a perfectly-fair scheduler due to non-error-free

channel conditions. We note that under error-free conditions, li−1 = 0 and

hence, ei = aSAP
i .

As a result, the AS is given as follows:

fi =

{
1, ĉ1

i = 0 ∩ [ei = 1 ∪ (ei = 2 ∩ ĉ2
i = 1)];

2, ĉ2
i = 0 ∩ [ei = 2 ∪ (ei = 1 ∩ ĉ1

i = 1)].
(3.8)
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3.2.4 Markov Model of WFS

According to Eq. (3.7) and (3.8), the variables (ei, ˆ̈c
2
i , ui−1, li−1) are required

to implement the AS/DISP in slot i. Based on Eq. (3.5) and (3.6), given

li−1, the value of li depends on the transmission event in slot i. The value

of ei determines the set of allowable events in slot i, i.e., when ei = 1, the

allowable events are {F1
1,F

2
1, S

1
1, S

2
1} whereas if ei = 2, the allowable events

are {F2
2,F

1
2, S

2
2, S

1
2}. Based on Eq. (3.7), the value of ei can be determined

given li−1 and ui−1.

The probability of occurrence of each transmission event in slot i depends

only on c̈2
i and ˆ̈c2

i , which in turn depends on the channel and prediction

parameters. Hence, given these parameters, if li−1, ui−1 are known for all

flow j, li and ui can be determined. In other words, the two-flow WFS can be

modelled as a two-dimensional finite-state Markov Chain with state variables

given by {(li, ui), i = 1, 2, 3 · · · }, where the Markov points are defined at the

end of each slot. The corresponding state-transition diagram is shown in Fig.

3.3.
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Figure 3.3: State-transition diagram for Markov model of two-flow WFS with r =

[1,R-1].
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According to the Ergodicity Theorem, a finite-state Markov chain is ergodic

as long as it is irreducible and aperiodic. Since the channel quality, pc(0) >0,

all state transitions in Fig. 3.3 can occur with non-zero probability. Hence,

any state x can be reached by any other state y, and therefore, the Markov

chain is irreducible. In addition, since states that ‘self-loop’ (i.e., aperiodic

states) exist, the Markov chain is also aperiodic and hence, it is ergodic.

The same approach can be used to derive the Markov models for the other

schedulers, and details can be found in [38]. A detailed analysis for the

special case of R=2 can be found in [38].

3.3 Evaluation of QoS Parameters

In this section, we illustrate the evaluation of QoS parameters for flow j

for the WFS based on its Markov model. We drop the superscript j for

simplicity of notations and refer only to variables related to flow j unless

otherwise stated.

Recall that the scheduling mechanism can be modelled as a two-dimensional

Markov Chain given by {(li,ui), i = 1,2,3 · · · }. According to Section 2.2.5,

the Stop-and-wait ARQ mechanism ensures that packets of each flow are

transmitted in the order which they arrive at the queue, i.e., if packet m and

m+1 transmit in slots x and y respectively, then x < y.

Hence, if we observe (li, ui) at the packet departure instances of flow j,

as shown in Fig. 3.4, then {(l(m), u(m)), m = 1,2,3 · · · } forms a two-

dimensional Markov Chain, where x(m) denotes the value of x at the depar-

ture of packet m.

3.3.1 Evaluation of long-term performance metrics

Based on Section 2.4.1, the long-term performance metrics can be derived

from the steady-state HOL packet delay pdf, pn, which can be evaluated as



34 CHAPTER 3. STOCHASTIC ANALYSIS OF WIRELESS SCHEDULERS

�

� � � ��� � ��� ���

���� ���� ���� ������ ���� ������

�����	����
 �����	����
 �����	����
 �������	������
 �����	����
 �������	������


������

�

��
��������
����

��������
��

���

���������������������

Figure 3.4: Evolution of the variables (n,l,u) at each packet departure of flow j.

follows:

pn = lim
m→∞

pn(m) (3.9)

= lim
m→∞

∑

L(m),U(m)

p[n(m),l(m),u(m)]

Since {(l(m), u(m)), m = 1, 2, 3...} is a Markov Chain, p[n(m),l(m),u(m)], m ≥

1 can be expressed recursively in terms of p[n(m),l(m),u(m) | l(m−1),u(m−1)], m ≥

1, as follows:

p[n(m),l(m),u(m)] =
∑

L(m−1),U(m−1)

p[n(m),l(m),u(m) | l(m−1),u(m−1)] · p[l(m−1),u(m−1)]

p[l(m),u(m)] =
∑

N(m)

p[n(m),l(m),u(m)] (3.10)

The initial conditions for the above recursion are given as follows:

l(0) = 0 (3.11)

pu(0) =
1

R
, 0 ≤ U(0) ≤ R − 1

The limit in Eq. (3.9) exists since {(l(m), u(m)), m = 1, 2, 3 · · · } is ergodic

(refer to Section 3.2.4).
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3.3.2 Evaluation of short-term performance metrics

According to Section 2.4.2, we need to evaluate ptτ in order to obtain the

short-term fairness metrics. We refer to Fig. 3.4, which depicts a sequence

of flow j packet departures and their associated HOL packet delays.

Evaluation of ptτ

We use the notation, φ(m), for the cumulative HOL packet delay up to

packet m, i.e., φ(m) =
∑m

x=1 n(x). φ(m) also represents the actual departure

time of packet m if the first packet becomes HOL at the beginning of slot

1. In addition, px(m) and px,y(A,B) are used to denote Prob(x(m)=Xm) and

Prob(x=A,y=B) respectively. We proceed to compute ptτ as follows:

ptτ (0) = Prob(φ(1) > τ) = 1 − PN(τ)

ptτ (1) = Prob(φ(1) ≤ τ, φ(2) > τ)

=
τ∑

Φ1=1

∞∑

Φ2=τ+1

p[φ(1),φ(2)]

=
τ∑

Φ1=1

∞∑

Φ2=τ+1

p[φ(1),n(2)](Φ1, Φ2 − Φ1)

=
∑

U1,L1

τ∑

Φ1=1

∞∑

Φ2=τ+1

p[φ(1),n(2),l(1),u(1)](Φ1, Φ2 − Φ1, L1, U1)

=
∑

U1,L1

τ∑

Φ1=1

∞∑

Φ2=τ+1

p[n(2) | l(1),u(1)](Φ2 − Φ1 | L1, U1) · p[φ(1),l(1),u(1)]

ptτ (2) = Prob(φ(2) ≤ τ, φ(3) > τ)

=
∑

U2,L2

τ∑

Φ2=1

∞∑

Φ3=τ+1

p[n(3) | l(2),u(2)](Φ3 − Φ2 | L2, U2) · p[φ(2),l(2),u(2)]
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In general, ptτ (M) can be expressed in terms of pn, p[n(1,M+1) | l(M),u(M)] and

p[n(1,M),l(M),u(M)] as follows:

ptτ (M) =







1 − PN(τ), M = 0;
∑

UM ,LM

τ∑

ΦM=M

∞∑

ΦM+1=τ+1

p[n(M+1) | l(M),u(M)](ΦM+1 − ΦM | LM , UM)·
p[φ(M),l(M),u(M)], 1 ≤ M ≤ τ ;
0, M > τ.

(3.12)

To evaluate ptτ (M), we note the following:

• The expression, p[φ(m),l(m),u(m)], can be recursively computed for m≥ 1

as follows:

p[φ(m),l(m),u(m)] =
∑

Um−1,Lm−1

Φm−1∑

Φm−1=m−1

= p[φ(m) | l(m−1),u(m−1)](Φm − Φm−1 | Lm−1, Um−1) ·

p[φ(m−1),l(m−1),u(m−1)]

• p[n(m+1) | l(m),u(m)] can be expressed in terms of

p[n(m+1),l(m+1),u(m+1) | l(m),u(m)] as follows:

p[n(m+1) | l(m),u(m)] =
∑

Lm+1,Um+1

p[n(m+1),l(m+1),u(m+1) | l(m),u(m)] (3.13)

• p[φ(1),l(1),u(1)] can be expressed in terms of p[n(1),l(1),u(1) | l(0),u(0)] as fol-

lows:

p[φ(1),l(1),u(1)] = p[n(1),l(1),u(1)] (3.14)

=
∑

L0,U0

p[n(1),l(1),u(1) | l(0),u(0)] · p[l(0),u(0)]

where p[l(0),u(0)] can be obtained from Eq. (3.11).

According to Eq. (3.12)-(3.14), as long as p[n(m),l(m),u(m) | l(m−1),u(m−1)], m ≥

1 is known, we can compute ptτ , from which we can derive the short-term
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performance metrics in terms of both absolute and relative fairness as a

function of τ as follows:

E[∆τ ] =
E[tτ ]

τ
−

1

R

V ar[∆τ ] =
V ar[tτ ]

τ 2

E[FM j,k
τ ] =

1

τ
|
E[tjτ ]

rj

R

−
E[tkτ ]

rk

R

|

3.3.3 Evaluation of p[n(m),l(m),u(m) | l(m−1),u(m−1)], m ≥ 1

According to Section 3.3.1 and Section 3.3.2, the long-term and short-term

performance metrics can be expressed in terms of p[n(m),l(m),u(m) | l(m−1),u(m−1)],

m≥ 1. We illustrate the evaluation of p[n(m),l(m),u(m) | l(m−1),u(m−1)] in terms

of the channel parameters for the case of m=1. According to Eq. (3.11),

l(0)=0 and u(0) is uniformly distributed in the interval [0,R-1].

Let us assume that u(0)=0. Since flow j can only transmit once over the

interval [0,n(1)], according to Eq. (3.6), l(1) ≤ R − 1. For each possi-

ble (l(1), u(1)), our objective is to consider all combinations of permissible

transmission events over the duration of flow j packet such that it departs

only in slot n(1). We define the following notations for transmission events

that occur over an interval of slots beginning with slot i :

〈AB〉N,x : Over an interval of N slots, in slots i, i+1,· · · , i+x -1, A occurs

and in the remaining slots, B occurs

Ex : Event E occurs over slots i,i+1,i+2,· · · i+x -1

(AB)N,x : Over an interval of N slots, A occurs in x slots while B occurs

in the remaining slots

Since l(1) < 0 is possible only if the event S2
1 occurs at least once, we consider

two cases:
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(a) Event S2
1 never occurs In this case, 0 ≤ l(1) ≤ R-1. If the event S1

2

occurs, we have l(1) = R-1; otherwise, l(1)=0. Hence, we obtain the

following expressions∗:

p[n(1),l(1),u(1) | u(0)] = p
([FS

1
2]

N1−1
R

R,1 S1
1)
, L1 = 0, (3.15)

N1 − 1 ≡ 0 modulo R, U1 = 1, U0 = 0

p[n(1),l(1),u(1) | u(0)] = p
([FS

1
2]

N1−k
R

R,1 [FS
1
2]k−1,1S1

2)
,

N1 − k ≡ 0 modulo R, L1 = R − 1,

U1 = k − 1, U0 = 0, 2 ≤ k ≤ R

(b) Event S2
1 occurs at least once In this case, l(1) < R-1, and we have

the following expressions:

p[n(1),l(1),u(1) | u(0)] =

N1+L1−R+1∑

m=1

p
([FS

1
2]

m−1
R

R,1 S2
1(S2

1F)N1−m−1,R−L1−2S1
1)
,

L1 6= 0, U1 = 0, U0 = 0 (3.16)

p[n(1),l(1),u(1) | u(0)] =

N1−R+1∑

m=1

p
([FS

1
2]

m−1
R

R,1 S2
1(S2

1F)N1−m−1,R−2S1
1)
,

L1 = 0, U1 = 1, U0 = 0

The corresponding expressions for other values of u(0) can be obtained

in a similar manner.

Hence, p[n(m),l(m),u(m) | l(m−1),u(m−1)], m≥ 1, can be expressed in terms of pE.

We illustrate the evaluation of pE for two cases: (a) Perfect Channel knowl-

edge and (b) Deterministic One-step Prediction.

∗Note that the notation S
1

2
refers to the complement of the event S1

2
, i.e., S2

2
∪ F. In

addition, the notation pE refers to the probability of occurrence of event E.
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Evaluation of pE for Perfect Channel Knowledge

The probability of occurrence of each event defined in Eq. (3.3) can be

expressed in terms of the product of a constant matrix and p
c̈2

(Refer to Eq.

(2.1)). For example, consider the event S2
1. With perfect channel knowledge,

for this event to occur in slot i, c1
i = 1 and c2

i = 0, and this corresponds to

the entries in the third column of p
c̈2

. Hence, we can express pS2
1

as a 4 × 4

matrix as follows:

pS2
1

=







0 0 1 0
0 0 1 0
0 0 1 0
0 0 1 0






× p

c̈2

By defining the corresponding matrices for all possible events, the expressions

in Eq. (3.15) and (3.16) can be evaluated.

Evaluation of pE for Deterministic One-step Prediction

Channel prediction is never perfect in reality and hence, the scheduler does

not possess perfect knowledge of the channel of each flow at each scheduling

instant. Hence, we analyze the effects of deterministic one-step channel pre-

diction (as defined in Section 3.1.2) on the QoS performance of the WFS and

CSD schedulers. We denote these schedulers as WFS-OSP and CSD-OSP

respectively, as opposed to WFS-PCK and CSD-PCK, where perfect channel

knowledge is assumed.

Again, let us consider the event S2
1. Since slot i is allocated to flow 1, it has

higher priority to transmit. Hence, for flow 2 to be eligible for transmission in

slot i, we must have c1
i−1 = 1 and c2

i−1 = 0. In addition, for flow 2 to transmit

successfully, c2
i = 0. Hence, the relevant entries in p

c̈2
are pc1(0|1) · pc2(0|0)

and pc1(1|1) · pc2(0|0), and therefore, we can express pS2
1

as a 4× 4 matrix as
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follows:

pS2
1

=







0 0 0 0
0 0 0 0
1 0 1 0
0 0 0 0






× p

c̈2

3.4 Numerical Results (K=2, homogeneous

scenario)

In Section 3.2, we defined Markov models for various two-flow wireless sched-

ulers, which can be classified as channel-dependent (WFS and CSD) and

channel-independent (WRR and FA). Using these models, we derived the

corresponding QoS metrics in terms of the channel parameters, (pc(0),g).

In this section, we study the effects of the channel agility on the QoS per-

formance of each wireless scheduler. In order to isolate the effects of input-

and channel-heterogeneity, we consider a homogeneous scenario, where rj=1

and gj = g for 1≤ j ≤ 2. As a result, the performance achieved by all flows

are identical.

We present results for pc(0)=0.99 and g = {1.0, 0.5} that correspond to

uncorrelated and persistent channels respectively. The corresponding results

for oscillatory channels (g=2.0) will be presented in a later section.

3.4.1 Long-Term Performance

Throughput

The throughput achievable by each scheduler reflects how efficiently the chan-

nel is utilized while the time-fraction requirements are satisfied. We plot the

overall throughput, T, as a function of g in Fig. 3.5.

With perfect channel knowledge, the throughput achieved by the channel-
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dependent schedulers is higher than that of the channel-independent sched-

ulers due to flow swapping. The WFS achieves the same throughput as the

CSD scheduler since the priority of the transmission heuristics is to maximize

channel efficiency. The FA scheduler achieves the same throughput as the

WRR scheduler when the channel is uncorrelated (i.e., when g=1.0); how-

ever, as the channel becomes persistent (i.e., as g is reduced), the throughput

of the former is degraded due to HOL blocking.

One-step channel prediction results in throughput degradation and the effect

is more significant when the channel is uncorrelated since the prediction

accuracy is reduced. Under such channel conditions, no throughput gain

is achieved with channel-dependent scheduling. However, as the channel

becomes persistent, channel-dependent schedulers achieve significant gain in

throughput over channel-independent schedulers.
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Figure 3.5: Throughput (left) and jitter (right) results for various two-flow wire-

less schedulers in an uncorrelated (g=1.0) and persistent channel (g=0.5) with

pc(0)=0.99.

Delay Jitter

The buffer requirement of the wireless receiver depends on both the delay

jitter as well as the average delay (see Chapter 4). For a given average delay

and acceptable packet loss rate due to buffer overflow, a lower jitter will result

in a lower buffer requirement. We plot the delay jitter, σn, as a function of

g in Fig. 3.5.
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With perfect channel knowledge, WRR introduces a larger delay variance

compared to the WFS and FA scheduler when the channel is uncorrelated

since a flow may ‘miss’ its transmission in each allocation cycle due to channel

errors. The CSD scheduler performs worst as expected since random flow

swapping introduces large variations in the delay. However, as the channel

becomes persistent, the performance of the FA scheduler is degraded due to

HOL blocking.

One-step channel prediction results in increased delay variation in the channel-

dependent schedulers. As a result, for the channel conditions considered,

channel-independent schedulers achieve lower delay variation than their channel-

dependent counterparts.

Delay violation probability

We plot the delay violation probability, 1-PNmax
, as a function of the de-

lay bound, Nmax, in Fig. 3.6. For a given delay bound, a lower violation

probability is desirable since this results in a lower packet dropping rate.

1 2 3 4 5 6 7
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Delay Bound, N
max

 (slots)

D
el

ay
 V

io
la

tio
n 

P
ro

ba
bi

lit
y,

 1
−

P N
m

ax

WFS−PCK
WFS−OSP
CSD−PCK
CSD−OSP
WRR
FA

0 5 10 15
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Delay Bound, N
max

 (slots)

D
el

ay
 V

io
la

tio
n 

P
ro

ba
bi

lit
y,

 1
−

P N
m

ax

WFS−PCK
WFS−OSP
CSD−PCK
CSD−OSP
WRR
FA

Figure 3.6: Delay violation probability for various two-flow wireless schedulers for

pc(0)=0.99, g= 1.0 (left) and g = 0.5 (right).

When the channel is uncorrelated, we notice a significant degradation in

delay violation probability in the channel-dependent schedulers as a result

of channel prediction, with a more severe degradation in the WFS. This is
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because the prediction error is the highest when the channel is uncorrelated,

and therefore, slots may be ‘wasted’ due to failed transmissions (an erroneous

channel is predicted to be error-free) or unattempted transmissions (an error-

free channel is predicted to be erroneous). Under such circumstances, the

channel-independent schedulers offer superior delay performance, with the

FA scheduler offering the best performance.

As the error behavior becomes more persistent, prediction accuracy is im-

proved and therefore, the level of degradation as a result of one-step pre-

diction is reduced. However, the channel-independent schedulers still upper-

bound the performance of channel-dependent schedulers. At even higher lev-

els of channel persistence, we expect the performance of the WRR scheduler

to improve relative to the FA scheduler due to HOL blocking. In addition,

the performance of channel-dependent schedulers is expected to approach

that of the WRR scheduler.

3.4.2 Short-Term Performance

We plot V ar[∆τ ] as a function of τ in Fig. 3.7, where a smaller value of

V ar[∆τ ] at a given τ is desirable since this implies a lower throughput fluc-

tuation from the time-fraction requirement.
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Figure 3.7: Throughput fluctuation as a function of τ for various two-flow wireless

schedulers for pc(0)=0.99, g= 1.0 (left) and g = 0.5 (right).
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The CSD scheduler performs worst in terms of short-term fairness as expected

since flow swapping gives rise to ‘unfairness’ and there is no mechanism to

restore fairness. The WFS improves the fairness performance of CSD sched-

uler via the compensation mechanism of the FM. The channel-independent

schedulers maintain short-term fairness via the SAP.

With perfect channel prediction, WRR performs worse than the WFS and

FA scheduler when the channel is uncorrelated since a flow may ‘miss’ its

transmission in each allocation cycle due to channel errors. However, as the

channel becomes persistent, the performance of the FA scheduler is degraded

due to HOL blocking. Imperfect channel prediction results in degraded fair-

ness performance in the channel-dependent schedulers, particularly when the

channel is uncorrelated.

We would like to point out that under a homogeneous environment, the CSD

scheduler is long-term fair since the flow swapping is symmetrical amongst

all flows and hence, eventually, all flows will receive their fair share of the

resources due to the perfectly-fair SAP.

3.5 Discussion

3.5.1 Scalability Issues in Markov Modelling of WFS

In Section 3.2, we described our approach for the modelling and analysis

of wireless schedulers for the case of K=2. In a general K -flow scheduling

scenario, for the WFS, a vector l of length K×(K−1)
2

is needed to characterize

the FM, in addition to the variable u. For example, for K=3, we need

to define the variables l
1,2
i , l

1,3
i and l

2,3
i . Hence, a K×(K−1)

2
+1-dimensional

Markov Chain is required to model a K -flow WFS, and such a model is

analytically untractable using our approach. However, we make the following

observations:

• Intuitively, we expect that the short-term fairness performance of the
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CSD scheduler is worst for K=2 and is expected to improve as K

increases. Consequently, we expect the gain in fairness achieved by the

WFS over the CSD scheduler to be reduced as K increases. Hence, the

short-term fairness performance of the WFS scheduler can be upper-

bounded by the CSD scheduler for K>2.

• In the current study, the CSD scheduler selects an arbitrary flow to

transmit amongst the eligible ones in the event that an allocated flow

perceives an erroneous channel. The short-term fairness performance

of the CSD scheduler can be improved in this aspect by a prioritized se-

lection scheme instead of a random one. This can improve the tightness

of the fairness bound, and will be elaborated in Chapter 4.

Hence, we drop the WFS from further consideration, and attempt to in-

corporate fairness provisioning within the Arbitration Scheme of the CSD

scheduler in subsequent chapters.

3.5.2 QoS Performance Evaluation (K>2, homogeneous

scenario)

We show in [38, 39] that K -flow wireless schedulers (excluding the WFS) can

be modelled by the one-dimensional Markov Chain, {ui, i=1,2,3 · · · }. Based

on these models, the QoS metrics can be evaluated in terms of products of

2K × 2K matrices, where the numerical complexity of these matrix products

determines the complexity of the analysis.

We consider a homogeneous K -flow wireless scheduling scenario, where each

flow carries delay-sensitive traffic. An important example is radio broad-

casting via the Internet to a group of K wireless receivers. Hence, all flows

have equal demands in terms of time-fraction requirement. In addition, each

receiver is limited in terms of receiver buffer capacity, and hence, the traffic

to each user is sensitive to delay as well as delay jitter.

Results for long-term performance are shown in Fig. 3.8 to 3.9 for K=3
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and Fig. 3.11 to 3.12 for K=4 respectively. We observe similar performance

trends amongst the various algorithms in terms of delay violation probability,

throughput as well as delay jitter as in the case of K=2. However, as K

increases, we note the following:

• for an uncorrelated channel, the delay jitter is increased significantly

for the WRR and CSD scheduler, but the increase is less significant for

the FA scheduler;

• for a persistent channel, the throughput achieved by the FA scheduler

is reduced while that of the WRR and CSD schedulers are invariant

with K ; in addition, the delay jitter is increased for all algorithms.
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Figure 3.8: Throughput (left) and jitter (right) results for various three-flow wire-

less schedulers in an uncorrelated (g=1.0) and persistent channel (g=0.5) with

pc(0)=0.99.

Results for short-term performance are shown in Fig. 3.10 and 3.13. We

observe the same performance trends as in the case of K=2. However, as

K increases, the performance gap amongst all the schedulers is reduced. In

addition, we verify that the fairness performance of the CSD scheduler is

improved as K increases, concurring with our expectation.
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Figure 3.9: Delay violation probability for various three-flow wireless schedulers for

pc(0)=0.99, g= 1.0 (left) and g = 0.5 (right).
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Figure 3.10: Throughput fluctuation as a function of τ for various three-flow wireless

schedulers for pc(0)=0.99, g= 1.0 (left) and g = 0.5 (right).

3.5.3 Impact of ARQ mechanism on QoS Performance

of Channel-dependent Schedulers

In this study, we assume a simple Stop-and-wait ARQ policy at the DISP,

where all packets are transmitted in the same order as they arrive at the

incoming queues. Although this eliminates the need for re-ordering packets

as they arrive at the wireless receiver, a larger HOL packet delay may be

incurred as a result of erroneous channel prediction.

Hence, this policy is suitable for applications that are sensitive to packet
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Figure 3.11: Throughput (left) and jitter (right) results for various four-flow wire-

less schedulers in an uncorrelated (g=1.0) and persistent channel (g=0.5) with

pc(0)=0.99.
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Figure 3.12: Delay violation probability for various four-flow wireless schedulers for

pc(0)=0.99, g= 1.0 (left) and g = 0.5 (right).

loss rates but can tolerate larger delays, e.g., data transmissions. However,

alternative ARQ policies such as Selective Repeat are necessary for real-time

and interactive applications that are delay sensitive. In [40] and references

therein, a hybrid selective repeat ARQ/Adaptive Modulation System (AMS)

combined with a scheduler supplied by channel predictions is proposed for the

downlink transmission in 4G systems, and simulation results were presented

to demonstrate the importance of ARQ when channel prediction is imperfect.

However, the analysis of the proposed hybrid ARQ scheme is difficult.

As part of the future work, we intend to analyze the trade-off between delay
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Figure 3.13: Throughput fluctuation as a function of τ for various four-flow wireless

schedulers for pc(0)=0.99, g= 1.0 (left) and g = 0.5 (right).

and packet-loss performance due to different ARQ policies as a result of

imperfect channel prediction.

3.5.4 QoS Performance Evaluation for Oscillatory Chan-

nels (g ≈ 2.0)

In a perfectly-oscillatory channel (g=2.0), the channel state of each flow

toggles between 0 and 1 across successive slots. We make the following ob-

servations for such a channel:

• Deterministic one-step channel prediction cannot be employed in such

channels since the prediction accuracy will be 0, and hence, successful

transmissions will never occur;

• The WRR, CSD and WFS schedulers cannot be employed for homo-

geneous K -flow scheduling, where K is even, since there exist(s) initial

channel state(s) that results in infinite starvation of some flows.

Hence, we will only compare the QoS performance of the CSD-PCK, WRR

and FA scheduler for a highly-oscillatory channel, where (pc(0),g) = (0.5,1.95).

We present the throughput and delay jitter performance for K=2, 3 and 4
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in Fig. 3.14.
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Figure 3.14: Throughput (left) and jitter (right) results for various K -flow wireless

schedulers in an oscillatory channel.

The relative throughput performance amongst the schedulers is the same

for the various values of K. The CSD-PCK scheduler achieves the highest

throughput, and the throughput increases with K since the likelihood of find-

ing at least one flow with an error-free channel is increased. The throughput

achieved by the WRR scheduler is the lowest and is invariant with K. The

throughput achieved by the FA scheduler falls between the levels achieved by

the other schedulers, and is reduced as K increases due to increased likelihood

of wasted slots because of HOL blocking.

The relative performance in terms of delay jitter is different for different

values of K. Specifically, for K = 2 and 4 (or even values of K in general), the

WRR and CSD-PCK schedulers achieve significantly higher jitter compared

to the FA scheduler. For K=3 (or odd values of K in general), although the

FA scheduler achieves the lowest jitter, it is not significantly lower than that

achieved by the other schedulers.

We summarize the throughput and jitter performance of the various sched-

ulers for different types of channels in Fig. 3.15 and Fig. 3.16 for K=2 and

3 respectively. The throughput achieved with the CSD-PCK scheduler is

the maximum amongst all the schedulers. However, we make the following

additional observations:
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• When the channel is persistent, the CSD-PCK scheduler is optimal in

terms of jitter as well;

• When the channel is uncorrelated, the jitter performance of all the

schedulers are similar;

• When the channel is oscillatory, the jitter performance of all the sched-

ulers are similar for odd values of K ; however, for even values of K,

the FA scheduler achieves a significantly lower jitter than the other

schedulers.
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Figure 3.15: Throughput (left) and jitter (right) results for various two-flow wireless

schedulers at various levels of channel agility.
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Figure 3.16: Throughput (left) and jitter (right) results for various three-flow wireless

schedulers at various levels of channel agility.
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3.6 Summary

In this chapter, we present our approach for the Markov modelling and anal-

ysis of variants of a generic two-flow wireless scheduler. Based on the Markov

models, we evaluate various QoS performance metrics such as throughput,

delay and fairness over different time scales as a function of the wireless

channel parameters. We also highlight the scalability limitations of our ap-

proach for a multiple-flow Wireless-Fair Scheduler, and suggest incorporating

the fairness provisioning within the Arbitration Scheme of the Channel-State

Dependent scheduler (Chapter 4).

We present some numerical results to compare the QoS performance of each

scheduler for a homogeneous scheduling scenario. For each type of channel,

we observe a trade-off amongst different schedulers in terms of throughput

and delay-jitter performance. In addition, the relative performance of the

schedulers is also dependent on the type of channel.

Hence, the scheduling mechanism to be employed should be adaptive to the

channel conditions as well as the priority of QoS metrics. For delay-sensitive

flows, where maintaining low delay bound violation probability and delay

jitter is of highest priority, we propose a hybrid scheduler that performs

channel-independent scheduling when the channel is either uncorrelated or

oscillatory, but switches to channel-dependent scheduling when the channel

becomes persistent (Chapter 5).



Chapter 4

Framework for Performance
Analysis of Channel-State
Dependent Schedulers

In Chapter 3, we defined various wireless schedulers that assume a simple

WRR mechanism for the SAP, a deterministic one-step predictor for channel

prediction, and differ in terms of the AS. We presented our approach for

Markov modelling and analysis of these schedulers for the scenario where κ =

[1,· · · ,1]. In particular, we verified the ergodicity and derived QoS metrics for

a two-flow scheduling scenario. However, we also highlighted the scalability

limitations of our approach for the WFS in a multiple-flow scenario as the

number of states that the FM needs to maintain increases quadratically as

K increases.

On the other hand, the CSD scheduler (WFS with FM disabled) does not

suffer from this limitation, and the corresponding scheduler model remains

ergodic in a multiple-flow (K=3,4) scenario. Hence, in this chapter, we

present a framework for the performance analysis of a general K -flow CSD

scheduler [41] based on the notion of constrained state-transition matrices.

Using this framework, we can derive the HOL packet delay pdf more effi-

ciently by skipping the tedious transient computations of Markov analysis.

In addition, we propose novel schemes that embed fairness provision into the

AS, thus substituting for the functions of the FM.

53
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4.1 Description of Channel-State Dependent

Scheduler

We recall that the CSD scheduler is an abstraction of the generic wireless

scheduler model depicted in Fig. 2.2, where the input from the FM is dis-

abled. We depict the architecture of the CSD scheduler in Fig. 4.1.
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Figure 4.1: Channel-State Dependent scheduler model, with illustration of state flow,

downlink packet flow (dashed) and uplink packet flow (dotted) in slot i.

According to Chapter 2, we consider SAP ∈ Fr and the probabilistic one-step

predictor for channel prediction. Recall that the AS determines the set of

eligible flows, Gi, assigns a priority to each eligible flow, and then selects the

flow, fi, with the highest priority to transmit in slot i. Since the AS tries to

emulate the SAP, flow aSAP
i has the highest priority to transmit in slot i if it

is eligible; otherwise, we consider the following priority assignment schemes:

4.1.1 Uniform Arbitration

The simplest assignment scheme is Uniform Arbitration (UA), where all eli-

gible flows are assigned equal priorities. This scheme is considered in Chapter
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3, which is reproduced as follows:

fi =

{
aSAP

i , aSAP
i ∈ Gi

Arb(Gi), otherwise.
(4.1)

where

Prob(Arb(Gi) = j) =

{ 1
|Gi|

, j ∈ Gi;

0, otherwise.
(4.2)

4.1.2 Prioritized Arbitration

We propose prioritized arbitration schemes for the following scenarios:

• Input-homogeneous Scenario : In this scenario, according to

Property 2.1, Fr reduces to a Round Robin (RR) scheduler. When

flow aSAP
i is not eligible for transmission in slot i, we can assign a

higher priority to an eligible flow whose next allocation is further away

from slot i. For example, aSAP = {· · · ,3,4,5,1,2,3,4,5,· · · } for K=5. If

aSAP
i =2, then we assign higher priorities to flows 4 and 5 than flows

1 and 3 when flow 2 is not eligible to transmit in slot i. In this way,

the transmissions of each flow are spread out as uniformly as possible,

thus reducing the HOL packet delay variation (equivalent to short-term

fairness provision) to the CSD scheduler.

Quantitatively, let v
j

aSAP
i

denote the priority assigned to flow j in slot i,

where 1≤ v
j

aSAP
i

≤ vmax and a smaller value denotes a higher priority.

The priority assignment mechanism is defined as follows:

v
j

aSAP
i

=

{
j + 1 + vmax − aSAP

i , 〈−vmax + aSAP
i 〉K0 ≤ j ≤ 〈aSAP

i − 1〉K0 ;
aSAP

i + vmax + 1 − j, 〈aSAP
i + 1〉K0 ≤ j ≤ 〈aSAP

i + vmax〉
K
0 .

(4.3)

where

〈x〉K0 =







x + K, x < 0;
x − K, x > K;
x, otherwise.
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and

vmax =

{
K−1

2
, K is odd;

K
2
, K is even.

We denote the priority assignment scheme by PA(h), where h is a

priority threshold such that an eligible flow with lower priority than

h will not be permitted to transmit. The choice of h may represent

a trade-off between channel efficiency and short-term fairness under

good channel conditions: a larger h implies more flows are permitted

to transmit, which may in turn result in poor short-term fairness. We

use h=0 to denote the case where flow aSAP
i is the only flow permitted

to transmit in slot i. This scheme can be implemented by refining the

definition of Gi in Eq. (4.2) as follows:

Gi = {j : v
j

aSAP
i

≤ h, v
j

aSAP
i

= min
1≤k≤K,k 6=aSAP

i

vk
aSAP

i
and ĉ

j
i = 0}

• Input-heterogeneous Scenario : In this scenario, the throughput-

fairness is compromised with UA since it disregards the difference in

time-fraction requirement amongst flows (See Section 4.3.2). We pro-

pose a priority assignment scheme (denoted by PA) that assigns a

weight rj

r
aSAP

i
to flow j, so that it is more likely to be selected for trans-

mission than flow k if rj > rk. As a result, Eq. (4.2) becomes:

Prob(Arb(Gi) = j) =

{
rj

r
aSAP

i
· r1

rK · 1
|Gi|

, j ∈ Gi;

0, otherwise.
(4.4)

We note that the normalization factor, r1

rK , ensures that the RHS of

Eq. (4.4) < 1.

4.2 Performance Analysis of Channel-State

Dependent Schedulers

In this section, we introduce the notion of constrained state-transition ma-

trices, and use it to evaluate the steady-state HOL packet delay pdf, pnj , for
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the CSD scheduler, CSDSAP
AS , where AS ∈ {UA,PA(h),PA} and SAP ∈ Fr.

The corresponding analysis for perfect channel knowledge can be found in

[42].

4.2.1 Notion of Constrained State-Transition Matrices

Let S
j

aSAP
i

(Fj

aSAP
i

) denote a Successful (deF erred or Failed) transmission of

flow j in a slot i allocated to flow aSAP
i . The probability of occurrence of S

j

aSAP
i

is determined by the AS, the SAP and the values of (c̈K
i−1, c̈

K
i ). Conversely

stated, given the SAP, AS, the occurrence of S
j

aSAP
i

imposes a constraint on

p
c̈K
i−1

and p
c̈K
i

. Hence, we define the constrained state-transition matrix for

event S
j

aSAP
i

as follows:

p
c̈K

(Sj

aSAP
i

) = DK

i−1
(Sj

aSAP
i

) × p
c̈K

× DK

i
(Sj

aSAP
i

) (4.5)

where DK

x
(Sj

aSAP
i

) is a 2K×2K diagonal matrix such that the diagonal element

of row y is the probability that S
j

aSAP
i

will occur if c̈K
x =y-1, where x ∈ {i -1,i}.

Since the events S
j

aSAP
i

and F
j

aSAP
i

are complementary with respect to flow j,

p
c̈K

(Fj

aSAP
i

) can be evaluated from p
c̈K

(Sj

aSAP
i

) and p
c̈K

as follows:

p
c̈K

(Fj

aSAP
i

) = p
c̈K

− p
c̈K

(Sj

aSAP
i

) (4.6)

In a similar manner, we define the constrained pdf of c̈K
i for event E

j

aSAP
i

as

follows:

p
c̈K
i

(Ej

aSAP
i

) = [Prob(c̈K
i = C, E

j

aSAP
i

occurs)]2
K−1

C=0

where E ∈ {S,F}. Then, we obtain the following Lemma ∗:

∗Note that the notation
∏b

a refers to a sequence of matrix products in the order

a,a+1,a+2,· · · b.
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Lemma 4.1

p
c̈K
i+N

({Ej

aSAP
u

}i+N
u=i ) = p

c̈K
i

(Ej

aSAP
i

) ×
i+N∏

u=i+1

p
c̈K

(Ej

aSAP
u

)

Proof. We begin with the following equation:

p
c̈K
i+1

(Ej

aSAP
i+1

) = p
c̈K
i

× p
c̈K

(Ej

aSAP
i+1

) (4.7)

Eq. (4.7) is true since the event E
j

aSAP
i+1

depends on (c̈K
i+1, c̈

K
i ) and c̈K

i+1 in turn

depends on c̈K
i . Hence, we can write the following:

Prob(c̈K
i+1 = m, E

j

aSAP
i+1

) =
∑

l

Prob(c̈K
i+1 = m, E

j

aSAP
i+1

| c̈K
i = l)Prob(c̈K

i = l)

Multiplying both sides of Eq. (4.7) by p
E

j

aSAP
i

, we obtain the following:

p
c̈K
i+1

({Ej

aSAP
u

}i+1
u=i) = p

c̈K
i

(Ej

aSAP
i

) × p
c̈K

(Ej

aSAP
i+1

)

Similarly, we can write the following:

p
c̈K
i+2

({Ej

aSAP
u

}i+2
u=i+1) = p

c̈K
i+1

(Ej

aSAP
i+1

) × p
c̈K

(Ej

aSAP
i+2

)

Substituting Eq. (4.7) into Eq. (4.8), we obtain the following:

p
c̈K
i+2

({Ej

aSAP
u

}i+2
u=i+1) = p

c̈K
i

×
i+2∏

u=i+1

p
c̈K

(Ej

aSAP
u

)

Multiplying both sides of Eq. (4.8) by p
E

j

aSAP
i

, we obtain the following:

p
c̈K
i+2

({Ej

aSAP
u

}i+2
u=i) = p

c̈K
i

(Ej

aSAP
i

) ×
i+2∏

u=i+1

p
c̈K

(Ej

aSAP
u

)

This can be generalized to obtain Lemma 4.1. ¤ From Lemma 4.1, we have

Prob({Ej

aSAP
u

}i+N
u=i occurs) =

2K−1∑

C=0

p
c̈K
i+N

({Ej

aSAP
u

}i+N
u=i ) (4.8)

= p
c̈K
i

(Ej

aSAP
i

) ×
i+N∏

u=i+1

p
c̈K

(Ej

aSAP
u

) ×






1
...
1





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Since the SAP is periodic with period R, 1≤ i ≤ R, and i is uniformly

distributed in this interval. Hence, un-conditioning Eq. (4.8) on i, we have

the following:

Prob(

N+1
︷ ︸︸ ︷

E
j,Ej, · · · ,Ej occurs) =

1

R

R∑

i=1

Prob({Ej

aSAP
u

}i+N
u=i occurs) (4.9)

4.2.2 Evaluation of pnj

pnj can be evaluated according to the following theorem:

Theorem 4.1

pnj = Prob(Sj,

Nj−1
︷ ︸︸ ︷

F
j, · · · ,Fj, Sjoccurs)

=
R∑

i=1

p
c̈K
i

(Sj

aSAP
i

) ×
i+Nj−1∏

u=i+1

p
c̈K

(Fj

aSAP
u

) × p
c̈K

(Sj

aSAP

i+Nj

) ×






1
...
1






Proof. The HOL packet delay for flow j is N j slots when consecutive success-

ful transmissions of flow j take place N j slots apart. Substituting {Ej

aSAP
u

}i+Nj

u=i

= {Sj

aSAP
i

,{Fj

aSAP
i+u

}Nj−1
u=1 ,Sj

aSAP

i+Nj

} into Eq. (4.9), we obtain Theorem 4.1. ¤

We drop the subscript c̈K
i in the notation p

c̈K
i

(Sj

aSAP
i

) since in the computation

of pnj , i always refers to a slot where S
j

aSAP
i

takes place. If p(Sj) = [p(Sj

aSAP
1

),

p(Sj

aSAP
2

), · · · , p(Sj

aSAP
R

)], then p(Sj) can be evaluated based on a recurrence

relation in terms of {p
c̈K

(Sj

aSAP
i

)}R
i=1 by the following theorem:

Theorem 4.2

p(Sj) = p(Sj) × Inv × Q
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where Inv and Q are matrices of size R×R such that each element is a sub-

matrix of size 2K × 2K. These sub-matrices are given as follows:

Inv(row, col) =







[I −
R∏

x=row+1
p

c̈K
(Fj

aSAP
x

) ×
row∏

x=1
p

c̈K
(Fj

aSAP
x

)]−1, row = col;

Z, otherwise.

Q(row, col) =







col−1∏

x=row+1
p

c̈K
(Fj

aSAP
x

) × p
c̈K

(Sj

aSAP
col

), row < col;

R∏

x=row+1
p

c̈K
(Fj

aSAP
x

) ×
col−1∏

x=1
p

c̈K
(Fj

aSAP
x

) × p
c̈K

(Sj

aSAP
col

), otherwise.

where I and Z are the 2K × 2K Identity and Zeros matrices respectively.

Proof. Since the allocation sequence, aSAP , is cyclic, if flow j transmits in

slot i, then it will transmit next in slot i+N only if E= {{Fj

aSAP
i+u

}N−1
u=1 , S

j

aSAP
i+N

}

occurs. Hence, p(Sj

aSAP
i+N

) can be evaluated by considering 1 ≤ i ≤ R, and

evaluating the probability of occurrence of E corresponding to each i. This

forms the premise for the proof of Theorem 4.2. ¤

Based on Eq. (4.6), Theorems 4.1 and 4.2, pnj can be expressed in terms

of {p
c̈K

(Sj

aSAP
i

)}R
i=1, whose evaluation depends on the channel and prediction

parameters as well as the AS. We illustrate with the following example:

Example 4.1 Let us assume AS = UA and p0̂=p1̂=1 (i.e., deterministic

OSP). According to Eq. (4.5), to determine p
c̈K

(Sj

aSAP
i

), we have to evaluate

the diagonal matrices DK

i−1
(Sj

aSAP
i

) and DK

i
(Sj

aSAP
i

). Let dK
x (Sj

aSAP
i

) be a row

vector comprising the diagonal elements of DK

x
(Sj

aSAP
i

), i.e.,

dK
x (Sj

aSAP
i

) = [Prob(Sj

aSAP
i

occurs | c̈K
x = C)]2

K−1
C=0

We begin by initializing dK
x (Sj

aSAP
i

) to a vector of zeros. For each C, the
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corresponding value of cj
x for 1≤ j ≤ K (denoted cj

x(C)) is given as follows:

cj
x(C) =

{
0, d C

2j−1 e ≡ 1(modulo 2);
1, otherwise.

(4.10)

Evaluation of dK
i−1(S

j

aSAP
i

) : The value of c̈K
i−1 determines the eligibility of

each flow for transmission in slot i. We consider two cases:

• j = aSAP
i : According to Eq. (4.1), flow j will be selected

for transmission as long as it is eligible, i.e., c
j
i−1=0. Using Eq.

(4.10), we can determine the range of c̈K
i−1, Index, for which c

j
i−1=0,

and consequently, dK
i−1(S

j

aSAP
i

)(Index)=1.

• j 6= aSAP
i : According to Eq. (4.1), flow j may be selected

for transmission only if it is eligible while flow aSAP
i is not, i.e.,

c
aSAP

i

i−1 =1 and c
j
i−1=0. As above, we can determine the range of

c̈K
i−1, Index, for which these conditions are satisfied using Eq. (4.10).

Then, for each C ∈ Index, we determine the total number of eligi-

ble flows, |G|, and dK
i−1(S

j

aSAP
i

)(Index)= 1
|G|

according to Eq. (4.2).

Evaluation of dK
i (Sj

aSAP
i

) : The status of flow j’s transmission attempt in

slot i is determined by c
j
i ; a successful transmission can occur only if c

j
i

= 0. Using Eq. (4.10), we can determine the range of c̈K
i , Index, for

which c
j
i=0. Consequently, we have dK

i (Sj

aSAP
i

)(Index)=1-γ.

4.3 QoS Performance of CSD schedulers

In this section, we evaluate the wireless receiver buffer requirement and ob-

tain closed-form expressions for the throughput and long-term fairness per-

formance of the CSDSAP
AS scheduler.
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4.3.1 Wireless Receiver Buffer Requirement in terms

of HOL packet delay statistics

In this section, we refer to Fig. 2.3 and quantify the relationship between

the buffer size, bj, required at wireless receiver j and the HOL packet delay

jitter, σnj , in order to sustain a packet dropping rate, β.

For the broadcast radio application considered in Section 3.4, we can assume

a constant-rate server at the wireless receiver, i.e., sj = Sj. Then, we have:

PQj = Prob(qj ≤ Qj)

= Prob(wj ≤ Qj · Sj)

Hence, the minimum buffer size, b
j
min, required to ensure that the buffer

overflow rate does not exceed β is given as follows:

b
j
min =

min{W j : Prob(wj ≤ W j) ≥ 1 − β}

Sj
(4.11)

The exact evaluation of the waiting time distribution, PW j , is given in Ap-

pendix A. Let ρ denote the utilization factor at the wireless receiver, i.e., ρ

= Sj

E[nj ]
. Under high offered-load conditions (i.e., ρ ≈ 1), Eq. (4.11) can be

evaluated using the geometric approximation given in Eq. (A.6) in Appendix

A, and b
j
min is given in terms of the moments of nj as follows:

b
j
min ≈

d ln β

ln(1− 1

E[wj ]
)
− 1e

ρ · E[nj]
(4.12)

where

E[wj] =
σ2

nj

2E[nj](1 − ρ)

and dxe denotes the smallest integer greater than or equal to x.
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4.3.2 Throughput-Fairness Tradeoff in CSD schedulers

Let us define the following notations:

pD ≡ Prob(a flow defers its transmission attempt)

pS | m ≡ Prob(a flow transmits successfully | m other eligible flows exist)

According to the transmission heuristics of the CSD scheduler, a flow will

defer any transmission attempt in any slot if it is not eligible for transmission.

In addition, if no other eligible flows exist, a flow will transmit successfully

if it is eligible and channel prediction is correct. Using the above heuristics,

we can obtain the expressions for (pD,pS | 0) as follows:

pS | 0 = [pc(0)p0̂[1 − (1 − pc(0))g] + (1 − pc(0))(1 − p1̂)pc(0)g](1 − γ)

pD = pc(0)(1 − p0̂) + (1 − pc(0))p1̂

We have the following theorems:

Theorem 4.3 The overall throughput achieved by a CSDSAP
AS scheduler is

independent of the SAP and can be expressed in terms of (pD,pS | 0) as fol-

lows:

T =







pS | 0 · [1 +
pD(1−pK−1

D
)

1−pD

], AS = UA;

pS | 0 · [1 + r1

rK ·
pD(1−pK−1

D
)

(1−pD)
], AS = PA;

pS | 0, AS = PA(h = 0);
pS | 0·(1−p2h+1

D
)

1−pD

, AS = PA(h ≥ 1), K is odd;
pS | 0·(1−p2h

D
)

1−pD

, AS = PA(h ≥ 1), K is even.

Theorem 4.4 For an input-homogeneous scenario, the CSDSAP
AS scheduler

is always long-term fair. On the other hand, for an input-heterogenous sce-

nario, the long-term fairness performance of a CSDSAP
AS scheduler can be

expressed in terms of (pD,pS | 0) as follows:

FM j,k =

{

|
pS | 0·pD(1−pK−1

D
)

(K−1)(1−pD)
(R−rj

rj − R−rk

rk )|, AS = UA;

0, AS = PA.
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Proof. Let T j|xi denote the throughput of flow j in slot i given xi. According

to Section 4.1, T j|aSAP
i =pS | 0 if aSAP

i =j ; otherwise, we have the following

cases:

AS = UA : We have the following:

T j|aSAP
i = pFlow aSAP

i defers its transmission ·

K−2∑

m=0

pFlow j transmits successfully | m of remaining K -2 flows are eligible ·

pm of remaining K -2 flows are eligible

= pD · pS | 0{p
K−2
D

+

(
K−2

1

)
pK−3

D
(1 − pD)

2
+

(
K−2

2

)
pK−4

D
(1 − pD)2

3
+ · · · +

(1 − pD)K−2

K − 1
}

= pD · pS | 0

K−2∑

k=1

(
K−2

k

)
(1 − pD)kpK−2−k

D

k + 1

=
pS | 0 · pD(1 − pK−1

D
)

(K − 1)(1 − pD)

Hence, we have the following:

T j|aSAP
i =

{

pS | 0, j = aSAP
i ;

pS | 0·pD(1−pK−1
D

)

(K−1)(1−pD)
, otherwise;

(4.13)

Un-conditioning on aSAP
i , we obtain the following expression for T j:

T j =
K∑

aSAP
i =1

raSAP
i

R
T j|aSAP

i

=
rj

R
pS | 0 +

R − rj

R

pS | 0 · pD(1 − pK−1
D

)

(K − 1)(1 − pD)

AS = PA : Comparing Eq. (4.2) and Eq. (4.4), the expression for T j|aSAP
i
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is obtained by introducing the factor rjr1

r
aSAP

i rK
into Eq. (4.13) as follows:

T j|aSAP
i =

{
pD, j = aSAP

i ;
rj

r
aSAP

i

r1

rK

pS | 0·pD(1−pK−1
D

)

(K−1)(1−pD)
, otherwise;

(4.14)

As a result, we obtain the following expression for T j:

T j =
K∑

aSAP
i =1

raSAP
i

R
T j|aSAP

i

=
rj

R
pS | 0[1 +

r1pD(1 − pK−1
D

)

rK(1 − pD)
]

AS = PA(h) : We consider the following two cases:

• K is odd : According to Eq. (4.3), there are two candidate flows

at each priority level. Let us assume that v
j

aSAP
i

=1, i.e., flow j has

the highest priority to transmit if it is eligible and flow aSAP
i is

not eligible. However, flow j may have to contend for transmission

if another flow k that shares its priority level (i.e., vk
aSAP

i

=v
j

aSAP
i

)

is also eligible. In a similar manner as with UA, we obtain the

following expression:

T
j|vj

aSAP
i

=1
= pD · pS | 0 · [pD +

(1 − pD)

2
]

=
pD · pS | 0(1 + pD)

2

Next, we assume that v
j

aSAP
i

=2. In this case, flow j can transmit

only if flow aSAP
i as well as both flows with priority level 1 are not

eligible. This can be expressed as follows:

T
j|vj

aSAP
i

=2
=

p3
D
· pS | 0(1 + pD)

2
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This can be generalized for flow j with priority level v
j

aSAP
i

as

follows:

T
j|vj

aSAP
i =

p
2v

j

aSAP
i

−1

D
pS | 0(1 + pD)

2

Un-conditioning on aSAP
i , and taking into account the priority

threshold, h, we obtain the following expression for T j:

T j =
1

K
T j|0 +

h∑

v
j

aSAP
i

=1

2

K
T

j|vj

aSAP
i

=
pS | 0

K
+

2

K

h∑

v
j

aSAP
i

=1

p
2v

j

aSAP
i

−1

D
· pS | 0

1 + pD

2

=
pS | 0(1 − p2h+1

D
)

K(1 − pD)

• K is even : According to Eq. (4.3), there are two candidate

flows at each priority level > 1, and one candidate flow at priority

level = 1. Let us assume that v
j

aSAP
i

=1, i.e., flow j has the highest

priority to transmit if it is eligible and flow aSAP
i is not eligible.

This can be expressed as follows:

T
j|vj

aSAP
i

=1
= pD · pS | 0

Next, we assume that v
j

aSAP
i

=2. In this case, flow j can transmit

only if flow aSAP
i as well as the flow with priority level 1 are not

eligible. However, flow j may have to contend for transmission if

another flow k that shares its priority level (i.e., vk
aSAP

i

=v
j

aSAP
i

) is

also eligible. This can be expressed as follows:

T
j|vj

aSAP
i

=2
= pS | 0 · p

2
D

1 + pD

2
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This can be generalized for flow j with priority level v
j

aSAP
i

as

follows:

T
j|vj

aSAP
i =







pS | 0 · pD, v
j

aSAP
i

= 1;

pS | 0 · p
2(vj

aSAP
i

−1)

D

1+pD

2
, v

j

aSAP
i

> 1.

Un-conditioning on aSAP
i , and taking into account the priority

threshold, h, as in the case when K is odd, we obtain the following

expression for T j:

T j =

{ pS | 0

K
, h = 0;

pS | 0(1−p2h
D

)

K(1−pD)
, h > 0;

Substituting the expressions of T j for each AS into Eq. (2.4), we verify the

expressions given in Theorem 4.3. Theorem 4.4 can be verified by substitut-

ing the expressions for T j for each AS into Eq. (2.5). ¤

4.4 Numerical Results

In this section, we apply our performance analysis framework to investi-

gate the performance trade-offs of the CSDSAP
AS scheduler in a channel-

homogeneous scenario. We assume a deterministic OSP for channel pre-

diction and γ=0.

4.4.1 Input-homogeneous Scenario

For this scenario, according to Section 4.1.2, SAP = RR and hence, we drop

the superscript SAP for simplicity of notations. We have two variants of

the CSD scheduler, namely, CSDUA and CSDPA(h). Since the scheduling

scenario is homogeneous, pnj = pn, 1≤ j ≤ K.
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Admissibility of CSDAS scheduler

We consider the following admissibility criteria:

• Efficiency Requirement : We specify an efficiency requirement in

terms of a minimum overall throughput, Tmin. This imposes a lower

bound on K since an improvement in the channel efficiency of CSD

schedulers is achieved through a gain in statistical multiplexing, which

increases with K. By substituting the expressions for T using Theorem

4.3, we illustrate the constraint in the LHS of Fig. 4.2 for Tmin=0.8.
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Figure 4.2: Admissibility of the CSDAS scheduler to satisfy (left) efficiency require-

ment, Tmin=0.8 and (right) real-time requirement, 1-PNmax=20 ≤ 0.2.

Each graph indicates the minimum value of K (denoted Kmin) as a

function of pc(0) such that the minimum throughput requirement is

met for a given channel agility, g. We denote by NONE the region

where the CSD scheduler is inadmissible. As expected, the admissible

region is increased as the channel quality is improved.

We notice a steep transition from one region to another for pc(0) ≈

Tmin when the channel is uncorrelated (g=1.0). This is because the

prediction accuracy is poor, and as a result, the throughput achievable

by the CSD scheduler corresponds to that of a channel-independent

scheduler, which is solely determined by the channel quality, and is
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independent of K. As the channel becomes persistent, the slope of each

graph becomes more gradual, resulting in a larger admissible region.

• Real-time Requirement : The real-time QoS requirement in Eq.

(2.6) imposes a constraint on the maximum number of flows that can

be supported at a given value of pc(0). We consider the CSDUA,

CSDPA(vmax) and CSDPA(1) schedulers in an uncorrelated channel, and

illustrate this constraint for Nmax = 20 and γ = 0.2 in the RHS of Fig.

4.2. The graph for each scheduler indicates the maximum value of K

(denoted Kmax) at each value of pc(0) such that the real-time QoS re-

quirement is met. We denote by NONE the region where none of the

above schedulers is admissible.

We note that as channel conditions improve, each scheduler can han-

dle more input-flows without violating the real-time QoS requirement.

However, the admissible region of the CSD scheduler is relatively in-

variant with the AS.

Comparison of wireless receiver buffer requirement for various AS

We plot bmin as a function of K for g=1.0, β = 0.01 and ρ = 0.99 in Fig. 4.3.

For each scheduler, the buffer requirement increases sharply as K increases,

but levels off at large values of K. This is because the AS has a larger pool

of eligible flows to choose from for transmission, and therefore, the delay

variation is increased.

In contrast with the real-time requirement, which is relatively invariant with

the AS, the buffer requirement is significantly reduced when PA is used in-

stead of UA.

4.4.2 Input-heterogenous Scenario

In this section, we illustrate the trade-off between throughput and fairness

performance of the CSDSAP
AS scheduler. We drop the superscript SAP since
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Figure 4.3: Wireless receiver buffer requirement for the CSDAS scheduler with dif-

ferent AS for g=1.0, pc(0) = 0.9 (left) and 0.8 (right).

these metrics are independent of the SAP.

Given the channel parameters (pc(0),g), using Theorem 4.4, we can define

the worst-case fairness metric, FMmax, for the CSDUA scheduler as follows:

FMmax = max
j,k

FM j,k (4.15)

= |
pS | 0 · pD(1 − pK−1

D
)

(K − 1)(1 − pD)
(
R − r1

r1
−

R − rK

rK
)|

We plot the overall throughput for the CSDUA and CSDPA schedulers using

Theorem 4.3 for various r and g=0.1 as a function of pc(0) in the LHS of Fig.

4.4, where the notation AS(2, 3, 4) denotes the CSDAS scheduler with r =

[2,3,4]. We plot FMmax, for the CSDUA scheduler in the RHS of Fig. 4.4.

As the deviation in the input-flow rates, rK-r1, is increased, the through-

put obtained with PA is degraded; at the same time, the unfairness due to

UA is increased correspondingly. As channel conditions improve, the overall

throughput is increased since the likelihood of successful transmission is in-

creased. The unfairness due to UA is increased initially until pc(0) ≈ 0.75

and is reduced subsequently.
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Figure 4.4: Throughput (left) and Worst-case Fairness Metric (right) of the CSDAS

scheduler as a function of channel quality, pc(0), for g=0.1.

4.5 Summary

In this chapter, we present a framework for the performance analysis of a gen-

eral K -flow CSD scheduler based on the notion of constrained state-transition

matrices, which permits the efficient evaluation of performance metrics with-

out the tedious transient computations of Markov analysis. We establish the

requirement for the wireless receiver buffer in terms of statistics of the HOL

packet delay. In addition, we propose and analyze novel schemes that embed

fairness provision into the AS, thus substituting for the functions of the FM

in the generic wireless scheduler model.

Using numerical results, we evaluate the admissibility of the CSD scheduler

under an efficiency constraint and a real-time QoS constraint, and also the

buffer requirement at each wireless receiver with different AS. Under a homo-

geneous scenario, we expose the trade-offs amongst channel efficiency, QoS

and buffer requirement between prioritized and uniform arbitration. In ad-

dition, we highlight the trade-off between channel efficiency and long-term

fairness in an input-heterogeneous scenario with both arbitration schemes.





Chapter 5

A Hybrid Channel-State

Dependent / Fair-Aggregation

Scheduler for Heterogeneous
Channels

Like most wireless schedulers proposed in the literature, the CSD scheduler

that we define in this study predicts the instantaneous channel state of each

flow and uses this information in its scheduling decision. While the channel

state cj characterizes the short-term behavior of the channel of flow j, the

parameters (pj
c(0),gj) describe its behavior over a longer period of time. As

with the channel state, these parameters can be predicted [28] based on

channel measurements.

For a homogeneous scheduling scenario, numerical results in Chapter 3 sug-

gest that while the FA scheduler achieves better QoS performance when the

channel is uncorrelated, the CSD scheduler is superior when the channel is

persistent. Hence, the channel agility offers an additional dimension of infor-

mation that can be incorporated into the CSD scheduler design to improve

its performance in a channel-heterogeneous scenario. In this chapter, we pro-

pose and present a performance analysis of a scheduler that manifests this

novel idea, and verify its gain in performance over the original CSD scheduler

using numerical results.

73
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5.1 Definition of (K,η) CSD-FA scheduler

In contrast to Chapters 3 and 4, where κ = [1,· · · ,1], we consider a two-class

K -flow channel-heterogeneous scenario defined as follows, where ε ≈ 0:

κ = [η,K − η] (5.1)

g̃ = [ε, 1.0]

r̃ = [1, 1]

We propose a (K,η) CSD-FA scheduler that achieves the relative merits of

each scheduler for the scenario defined in Eq. (5.1) by partitioning the input-

flows into C1 = {1,2,· · · ,η} and C2 = {η+1,η+2,· · · ,K} prior to scheduling.

The mechanism of the scheduler comprises two stages. In the first stage,

the scheduler dispatches packets from flows in C2 in a round robin manner

into a single queue. If we denote this queue by η’, then the second stage

is equivalent to a η+1-flow CSD scheduler (with flow composition given by

C1 ∪ η′), where r = [1 · · · ,1,K -η] and g = [ε,· · · ,ε,1.0]. This is illustrated in

Fig. 5.1.
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Figure 5.1: Hybrid CSD-FA Scheduler Model: Flows in C
2 are aggregated into a

single flow η’; Flows in C
1 ∪ η′ are then scheduled by a η+1-flow CSD scheduler with

r = [1,1,· · · 1,K -η] and g = [ε,· · · ,ε,1.0].

We note that the (K,η) CSD-FA scheduler is in fact a generalization of the K -

flow CSD scheduler and a K -flow FA scheduler; a (K,K ) CSD-FA scheduler
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is equivalent to a K -flow CSD scheduler while a (K,0) CSD-FA scheduler

corresponds to a K -flow FA scheduler.

We illustrate the mechanism of our proposed scheduler by considering a (4,2)

CSD-FAWRR
UA scheduler with deterministic OSP, AS = UA, SAP=WRR and

γ=0. According to the above description, the (4,2) CSD-FAWRR
UA scheduler

is equivalent to a 3-flow CSDWRR
UA scheduler with r = [1,1,2] and g = [ε,ε,1.0],

as depicted in the LHS of Fig. 5.2. The allocation sequence, aWRR, is given

as follows:

aWRR = [· · · , 2, 2′, 2′, 1, 2, 2′, 2′, 1, · · · ] (5.2)

Let us assume the following initial conditions: aWRR
0 =1 and a flow 3 packet

is HOL at flow 2’ at the end of slot 0. If TXi denotes the flow index of the

packet transmitted in slot i, then the evolution of TX corresponding to some

channel process c̈K is depicted in the RHS of Fig. 5.2.
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Figure 5.2: Illustration of the mechanism of a (4,2) CSD-FA scheduler: Architecture

(left) and illustration of the mechanism (right) of a (4,2) CSD-FAWRR
UA scheduler with

deterministic OSP, AS = UA and SAP = WRR.

Since aWRR
0 =1, according to Eq. (5.2), aWRR

1 =2; similarly, since c2
0=0, ac-

cording to Eq. (2.3), ĉ2
1=0. Hence, according to Eq. (4.1), flow 2 is selected

for transmission. However, since c2
1=1, the transmission is unsuccessful. The

next slot is allocated to flow 2’. Since the HOL packet of flow 2’ belongs

to flow 3 and c3
1=0, flow 2’ is selected for transmission. The transmission is

successful since c3
2=0.
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Slot 3 is again allocated to flow 2’ according to Eq. (5.2). However, since its

HOL packet belongs to flow 4 and c4
2=1, ĉ4

3=1, and hence its transmission is

deferred. Since c1
2=c2

2=0, ĉ1
3=ĉ2

3=0, and according to Eq. (4.2), flow 1 and 2

are equally likely to be selected for transmission. We assume that flow 2 is

selected, and its transmission is successful since c2
3=0. Subsequent values of

TX can be evaluated in a similar manner.

5.2 Performance Analysis of (K,η) CSD-FA

scheduler

In this section, we first derive pnj for j ∈ C1 using the framework presented in

Chapter 4. Subsequently, we detail the analysis to derive the corresponding

pnj for j ∈ C2.

5.2.1 Evaluation of pnj , j ∈ C1

According to Section 5.1, we can define an equivalent η+1-flow CSDWRR
UA

scheduling scenario with g=[ε,· · · ,ε,1.0] and r=[1,· · · ,1,K -η]. Using the frame-

work developed in Chapter 4, we can evaluate pnj , j∈ C1.

In fact, if we define the probabilistic parameters (pSx | m,pD) (as in Theorem

4.3) as follows:

pD ≡ Prob(a flow defers its transmission attempt)

pSx | m ≡ Prob(a flow ∈ Cx transmits successfully | m

other eligible flows exist)

then E[nj] can be expressed in terms of (pS1 | 0,pD) by the following theorem:

Theorem 5.1 For the scheduling scenario defined in Eq. (5.1), the expected

HOL packet delay for flow j ∈ C1 for a (K,η) CSD-FAWRR
UA scheduler is given
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as follows:

E[nj] =
K · η(1 − pD)

pS1 | 0[η(1 − pD) + (K − 1)(pD − p
η+1
D

)]

where (pS1 | 0,pD) can be expressed in terms of (pc(0),ε) and (p0̂,p1̂) as fol-

lows:

pS1 | 0 = pc(0)[p0̂(1 − ε + ε · pc(0)) + (1 − pc(0))(1 − p1̂)ε](1 − γ)

pD = pc(0)(1 − p0̂) + (1 − pc(0))p1̂

The proof of Theorem 5.1 is similar to that of Theorem 4.3 and can be found

in [43].

5.2.2 Evaluation of pnj , j ∈ C2

In order to simplify the analysis, we assume that any flow j ∈ C2 only trans-

mits in slots allocated to C2. According to Eq. (5.1), since gj = 1.0, ∀j ∈ C2,

pS2 | 0 = pc(0)[p0̂pc(0) + (1 − pc(0))(1 − p1̂)](1 − γ)

Let us denote p
S2 | 0 = 1-pS2 | 0 as the probability that no successful flow j

transmission occurs in a given slot, where j ∈ C2, given that there are no

other eligible flows.

Assume that flow j transmits in slot i, 1≤ i ≤ κ2, where κ2 is the number of

flows with uncorrelated channels. From Fig. 5.3, we note that κ2-1 packets,

one from every other flow, must be transmitted before the next flow j packet

transmits in slot k, where 1≤ k (modulo K )≤ κ2. Since there are κ2 available

transmission slots in the interval [i+1:i+K ], we have k≥ K+i.

Over the interval [i+1:k -1], if we write k=x · K+y, then there are x · κ2+y-

i -1 available transmission slots in this interval, out of which κ2-1 slots must

contain successful transmissions. In addition, since the scheduling scenario

is homogeneous with respect to flows in C2, under steady-state conditions,
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Figure 5.3: Illustration of the evaluation of pnj for each flow j ∈ C
2.

i is uniformly distributed in the interval 1≤ i≤ κ2. Therefore, we can write

the following for k≥ K+i and 1≤ y, i≤ κ2:

Prob(k = x · K + y) =

(
x·κ2+y−i−1

κ2−1

)
pκ2−1

S2 | 0p
y−i

S2 | 0
pS2 | 0

κ2

Since nj=k -i, pnj is obtained for N j ≥ K and 1≤ y, i ≤ κ2 as follows:

pnj(x · K + y − i) =

(
κ2+y−i−1

κ2−1

)
pκ2

S2 | 0p
y−i

S2 | 0

κ2
(5.3)

Using Eq. (5.3), we obtain an expression for E[nj] in the following theorem:

Theorem 5.2 For the scheduling scenario defined in Eq. (5.1), the expected

HOL packet delay for flow j ∈ C2 for a (K,η) CSD-FAWRR
UA scheduler is given

as follows:

E[nj] =
K

pS2 | 0

Proof. Using Eq. (5.3), we compute E[nj] as follows:

E[nj] =
κ2

∑

i=1

(
1∑

x=1

κ2
∑

y=i

+
∞∑

x=2

κ2
∑

y=1

)[x · K + y − i] · pnj(x · K + y − i)

=
κ2

∑

i=1

(
1∑

x=1

κ2
∑

y=i

+
∞∑

x=2

κ2
∑

y=1

)
pc(0)κ2

[x · K + y − i]
(

κ2+y−i−1
κ2−1

)
pc(1)y−i

κ2
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We can simplify the above expression by noting that the exponent of the term

pc(1) ranges from 0 to ∞, and by evaluating the coefficient of {pc(1)z}∞z=0,

we obtain the following expression:

E[nj] =
pc(0)κ2

κ2

∞∑

z=0

K(κ2 + z)(z+κ2−1
κ2−1 )pc(1)z (5.4)

From binomial theorem, we have the following result:

∞∑

z=0

(
z + x

x

)

yz =
1

(1 − y)x+1
(5.5)

Differentiating Eq. (5.5) with respect to y, we obtain

∞∑

z=0

z

(
z + x

x

)

yz−1 =
x + 1

(1 − y)x+2
(5.6)

Substituting Eq. (5.5) and Eq. (5.6) into Eq. (5.4), we obtain the expression

for E[nj] as given in Theorem 5.2. ¤

5.3 Numerical Results

In this section, we compare the overall throughput as well as the wireless

receiver buffer requirement between a (K,η) CSD-FAWRR
UA scheduler and a

K -flow CSDWRR
UA scheduler for the scheduling scenario given by Eq. (5.1).

We denote the metric x corresponding to scheduler π by xπ. We assume a

deterministic OSP for channel prediction and γ =0.

Based on Theorem 5.1 and 5.2, we have the following expression for E[nj]

for the (K,η) CSD-FAWRR
UA scheduler:

E[nj]CSD−FAWRR
UA

=







K·η(1−pD)

p
S1 | 0[η(1−pD)+(K−1)(pD−p

η+1
D

)]
, j ∈ C1;

K
p

S2 | 0
, j ∈ C2.
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Hence, according to Eq. (2.4), TCSD−FAWRR
UA

can be evaluated as follows:

TCSD−FAWRR
UA

=
K∑

j=1

1

E[nj ]
(5.7)

=
η · pS1 | 0[η(1 − pD) + (K − 1)(pD − p

η+1
D

)]

K · η(1 − pD)
+

(K − η) · pS2 | 0

K

=
1

K
[
pS1 | 0[η(1 − pD) + (K − 1)(pD − p

η+1
D

)]

(1 − pD)
+ (K − η)pS2 | 0]

The corresponding expression for TCSDWRR
UA

can be evaluated using Theorem

4.3 and is given as follows:

TCSDWRR
UA

=
1 − pK

D

(1 − pD)K
[η · pS1 | 0 + (K − η)pS2 | 0]

For a channel-heterogenous scenario, bj 6= bk for j 6= k. Therefore, we evalu-

ate the average buffer requirement of scheduler π, b̌π, defined as follows:

b̌π =
1

K

K∑

j=1

bj
π

5.3.1 Comparison of Throughput and Buffer Require-

ment of CSD-FA and CSD scheduler

For a given K, the metrics T and b̌ depend on the flow composition, η, as

well as the channel parameters, pc(0) and ε. We illustrate the effects of each

parameter on T and b̌ for K = 7, β = 0.01 and ρ = 0.99.

Effects of flow composition

We consider the variation of b̌ and T with η for pc(0)=0.9 and ε=0.1 in

Fig. 5.4. As the composition of flows with persistent channels (i.e., η) is

increased, T is increased since the accuracy of channel prediction is better

for persistent channels. This reduces the likelihood of a wasted slot due to
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erroneous prediction. Compared to TCSD, the throughput degradation due

to flow-aggregation is relatively invariant with η and is within 2 %.
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Figure 5.4: Effects of flow composition on average buffer requirement (left) and

overall throughput (right) of CSD schedulers for pc(0)=0.9 and ε = 0.1.

Since flows with uncorrelated channels have lower delay variation (according

to numerical results presented in Chapter 3), the average buffer requirement

is increased as the proportion of flows with persistent channels is increased.

However, b̌CSD−FAWRR
UA

≤ b̌CSDWRR
UA

due to flow-aggregation, and the resultant

reduction in buffer requirement is significant (up to 75%) for small values of

η.

We note that when η = K, both schedulers are identical, and hence they

should achieve the same performance in terms of buffer requirement and over-

all throughput. However, the discrepancy in Fig. 5.4 is due to the assumption

made in Section 5.2.2, which results in a conservative approximation for the

overall throughput for the CSD-FA scheduler.

Effects of channel quality

Next, we consider the variation of b̌ and T with pc(0) for η=3 and ε=0.1

in Fig. 5.5. As the channel quality is improved (i.e., pc(0) is increased), T

is increased since more transmission attempts will occur for a given interval

of slots and the proportion of slots with successful transmissions will be
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increased. We note that flow-aggregation actually results in a slight gain in

throughput compared to the CSDWRR
UA scheduler when the channel quality is

poor (pc(0) <0.7). This trend is reversed when channel conditions improve.

However, the difference in throughput performance between both schedulers

is marginal (within 2 %).
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Figure 5.5: Effects of channel quality on average buffer requirement (left) and overall

throughput (right) of CSD schedulers for η=3 and ε = 0.1.

The buffer requirement is reduced as the channel quality is improved, since

delay variation is reduced as flows are more likely to transmit in slots al-

located to them. The reduction in buffer requirement as a result of flow-

aggregation is significant (up to 30%).

Effects of channel agility

Lastly, we consider the variation of b̌ and T with ε for pc(0)=0.9 and η=3

in Fig. 5.6. As the channel for C1 flows becomes less persistent (i.e., ε is

increased), T is reduced since the accuracy of channel prediction is reduced.

This increases the likelihood of a wasted slot due to erroneous prediction.

Compared to TCSDWRR
UA

, the throughput degradation due to flow-aggregation

is relatively invariant with ε and is within 2 %.

Since the buffer requirement of any flow ∈ C2 is independent of ε, the met-
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Figure 5.6: Effects of channel agility on average buffer requirement (left) and overall

throughput (right) of CSD schedulers for η=3 and pc(0) = 0.9.

ric b̌CSD−FAWRR
UA

is determined by the variation of the buffer requirement of

flows ∈ C1. It is interesting to note that b̌ for both schedulers is reduced

initially as ε is increased, but is increased with further increase in ε. How-

ever, b̌CSD−FAWRR
UA

≤ b̌CSDWRR
UA

, and the reduction in buffer requirement is

significant (up to 45 %).

5.3.2 Discussion

A common observation from Section 5.3.1 is a trade-off between throughput

and buffer requirements between the CSD-FAWRR
UA and CSDWRR

UA scheduler:

The CSD-FAWRR
UA scheduler results in a significant reduction in the wireless

receiver buffer requirement at the expense of reduced throughput compared

to the CSDWRR
UA scheduler. In fact, since the throughput degradation is

marginal compared to the reduction in buffer requirement, the CSD-FAWRR
UA

scheduler is effective in maintaining good overall performance.

Our current analysis assumes a simplistic WRR scheduler for the SAP. In

the next chapter, we study the performance of π ∈ Fr in terms of its delay

variation and we will show that the WRR scheduler exhibits the worst-case

performance over Fr. Hence, the performance of the CSD-FASAP
AS scheduler
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can be enhanced by choosing SAP ∈ Fr such that SAP 6= WRR. In addi-

tion, prioritized arbitration schemes proposed in Chapter 4 may result in

performance enhancement over UA, which is assumed in this chapter.

Our analysis in Section 5.2.2 assumes that each flow j ∈ C2 is permitted to

transmit only in slots allocated to the aggregate flow η′. As a result, the

overall throughput computed using Eq. (5.7) is actually a lower bound to

the actual achievable throughput, since slots allocated to C1 are actually

available to flows ∈ C2. The corresponding buffer requirement computed

represents a lower bound since the delay variation of any flow j ∈ C2 is

minimized as a result of the assumption.

5.4 Summary

In this chapter, we propose a hybrid scheduler that exploits both the short-

and long-term error behavior of the channel of each flow so as to achieve high

overall throughput as well as low wireless receiver buffer requirements in a

two-class channel-heterogeneous scheduling scenario.

The scheduler first partitions the flows according to their long-term error be-

havior (persistent/uncorrelated) such that flows with uncorrelated channels

are fairly aggregated. The aggregated flow is then scheduled alongside the

remaining flows with a CSD scheduler which exploits the short-term error

behavior to maximize channel efficiency.

We compare the overall throughput as well as receiver buffer requirements

of our proposed scheduler and the CSD scheduler. Our proposed scheduler

achieves good overall throughput as well as low receiver buffer requirements,

thus stressing the importance to exploit the long-term error behavior in ad-

dition to the instantaneous channel state in the design of wireless schedulers.



Chapter 6

Design and Performance
Analysis of Loop Schedulers

Let us consider the following scheduling problem: Given the time-fraction

requirement, r, the goal of the scheduler is to produce an allocation sequence

(or a schedule) to flows, while trying to optimize two different measures:

Fairness : A schedule is said to have good fairness if the fraction of time

slots allocated to each flow is close to its time-fraction requirement.

Smoothness : A schedule is said to have good smoothness if the time slots

allocated to each flow are as evenly spaced as possible.

Since r is assumed to be constant, the scheduler reduces to an offline one.

The best possible schedule is one where the allocated shares for each flow

j is exactly rj

R
(perfectly-fair schedule) and where each flow j is scheduled

exactly every ζj time slots (perfectly-periodic schedule). In this study, we

consider the design of perfectly-fair schedulers that maximizes smoothness;

the design of perfectly-periodic schedulers can be found in [44, 45, 46, 47, 48].

In [49], the authors considered an online variant of the scheduling problem.

Given that the arrival process of packets to each flow is independent and iden-

tically distributed (i.i.d), the goal is to determine a scheduler that optimizes

some performance criteria under the perfect-fairness constraint.

85
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In [50], the author deduced that for throughput optimality for K=2 and unit

buffer size per input-flow, the schedule must be open-loop (or de-centralized)

and conflict-free. This work was extended in [51] to the case of K>2. It was

also verified that an optimal schedule always exists and is stationary and

cyclic (or loop), i.e., there exists an R such that for all i, the flow allocated

to slot i is also allocated to slot i+R.

This reduces the problem to an offline one, where the objective is to deter-

mine a loop schedule of size R, given r. The authors proposed a Golden Ratio

Scheduler that achieves a nearly-optimal throughput under online conditions.

In [49], the authors considered the case where the buffer size per input-flow

is unlimited. It is shown that the mean queue size (or equivalently, the mean

packet delay) is minimized with a perfectly-periodic schedule, which is not al-

ways feasible. Although the golden ratio scheduler is not perfectly periodic,

it performs extremely well compared to lower bounds for expected packet

delay.

In [52], the authors considered the design of perfectly-fair schedulers for the

more general case, where rj ∈ R. The allocation smoothness is analyzed in

terms of the notion of balanceness [53] and regularity [54]. It is shown that for

the special case considered in our study, where rj ∈ Z, the schedulers reduce

to perfectly-fair loop schedulers (denoted by Fr). The design of perfectly-fair

loop schedulers is an important problem since we assumed that the SAP ∈ Fr

and it is the component of the generic wireless scheduler that determines its

QoS performance under error-free conditions.

In this chapter, we define an alternative metric (periodicity metric) to quan-

tify the allocation smoothness of various loop schedulers proposed prior

to [52]. We show that the WRR scheduler exhibits the worst allocation

smoothness in Fr, and propose a recursive loop scheduler for a class-based

scheduling scenario. Since Fr reduces to a simple RR scheduler for an input-

homogeneous scenario, we focus on input-heterogeneous scenarios.
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6.1 Problem Formulation

Under error-free conditions, for a scheduler π, the duration between the (m−

1)th and mth allocation to flow j corresponds to the HOL delay of packet m,

denoted by nj
π(m). Property 2.1 can be written with respect to nj

π(m) as

follows:

Property 6.1 If π ∈ Fr, then for 1≤ j ≤ K,

nj
π(rj + m) = nj

π(m)

k+rj−1∑

m=k

nj
π(m) = R, for any k > 0

Hence, each scheduler π can be uniquely characterized by the elements,

{nj
π(m)}rj

m=1 (which we denote by nj
π). A suitable metric to evaluate the

periodicity of allocation with respect to flow j is the variance of nj
π, V ar[nj

π]

= E[nj
π]2 - (E[nj

π])2, where

E[nj
π]x =

∑rj

m=1[n
j
π(m)]x

rj

However, according to Property 6.1, we have the following:

E[nj
π] =

∑rj

m=1 nj
π(m)

rj

=
R

rj
independent of π

Hence, the periodicity measure for any scheduler π with respect to flow j can

be evaluated in terms of E[nj
π]2: a smaller value of E[nj

π]2 implies a more

periodic slot allocation to flow j and vice versa. We note that the order of

the elements in nj
π is unimportant for the evaluation of E[nj

π]2, and hence,

we can consider nj
π as a set of rj elements.

The allocation sequence aπ corresponding to scheduler π ∈ Fr can be written

in terms of the allocation vector, áπ, of length R as follows:

aπ = [· · · , áπ, áπ, áπ, · · · ]
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Hence, our scheduling problem can be formulated as follows:

K -flow Loop Scheduling Problem

Determine the allocation vector áπ∗ such that

π∗ = arg min
π∈F

r

∑K

j=1 wj · E[nj
π]2

for some weighting function, w=[w1,· · · ,wK ]

If A = {áπ : π ∈ Fr}, then

|A| =
R!

∏K

j=1 rj!

We note that a large number of áπ ∈ A are equivalent since they are identical

under rotation with respect to E[nj
π]2. However, even after eliminating these,

the resultant space is still non-tractable for large R.

A dynamic programming approach to derive an optimal scheduler requires

the definition of an additive objective function, i.e., one which is computed in-

crementally. However, the periodicity metric is a cumulative quantity, which

renders the approach unsuitable. Therefore, our approach is to evaluate the

periodicity performance of various known loop schedulers. By comparing

against a lower bound (which we shall derive), we can determine the ‘best’

scheduler and also quantify its deviation from the optimal scheduler.

6.2 Description of K -flow Loop Schedulers

In this section, we describe the mechanism as well as the periodicity charac-

teristics of several loop schedulers. Without loss of generality, we will assume

that rj ≤ rk for j<k and rj ≥ 2. The case of rj=1 is trivial since nj
π = R

for π ∈ Fr, i.e., perfect-periodicity is always achieved for flow j. We denote

by ns
(j,k)
π (m) the cumulative number of slots allocated to flow k up to the

mth allocation to flow j by scheduler π, and áπ(m) denotes the mth element

of vector áπ.
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6.2.1 K -flow Deficit Round Robin Scheduler (DRRK)

Fair-queueing schedulers (e.g., WFQ) achieve nearly-perfect fairness, but

they are usually expensive to implement. DRRK [55] is an online scheduler

that is an approximation to fair-queueing which is simple to implement and

yet achieves good fairness and can also be implemented as a loop scheduler.

Within the scope of our scheduling problem, the DRRK scheduler reduces to

the WRR policy, which simply allocates a block of r1 slots to flow 1 followed

by a block of r2 slots to flow 2 and so on. Hence, each flow j is allocated slots

in blocks of size rj, with an interval of R-rj slots between successive blocks.

Therefore, we have the following:

n
j
DRRK

= {1, · · · , 1, R − rj + 1}

E[nj
DRRK

]2 =
rj + (R − rj)2 + 2(R − rj)

rj
(6.1)

The periodicity performance of the DRRK is given by the following theorem:

Theorem 6.1 The DRRK scheduler exhibits the worst periodicity amongst

π ∈ Fr, i.e., for 1≤ j ≤ K,

E[nj
DRRK

]2 = max
π∈Fr

E[nj
π]2

Proof. Let us consider an arbitrary scheduler π ∈ Fr with nj
π given as follows:

nj
π = {1 + z1, 1 + z2, · · · , 1 + zrj−1, R − rj + 1 −

rj−1∑

x=1

zx}

where zx ∈ Z+, 1≤ x ≤ rj-1. We note that for zx=0, 1≤ x ≤ rj-1, π =

DRRK .

Using Eq. (6.1), E[nj
π]2 can be expressed in terms of E[nj

DRRK
]2 as follows:

E[nj
π]2 = E[nj

DRRK
]2 +

rj−1∑

x=1

z2
x + [

rj−1∑

x=1

zx]
2 − 2(R − rj)

rj−1∑

x=1

zx

rj
(6.2)
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Since nj
π corresponds to inter-allocation intervals, we have the following con-

straint:

R − rj + 1 −
rj−1∑

x=1

zx ≥ 1

In addition, according to the triangular inequality, we have:

rj−1∑

x=1

z2
x ≤ [

rj−1∑

x=1

zx]
2

Substituting into Eq. (6.2), we have the following:

E[nj
π]2 ≤ E[nj

DRRK
]2 +

∑rj−1
x=1 z2

x + [
∑rj−1

x=1 zx]
2 − 2[

∑rj−1
x=1 zx]

2

rj

= E[nj
DRRK

]2 +

∑rj−1
x=1 z2

x − [
∑rj−1

x=1 zx]
2

rj

≤ E[nj
DRRK

]2

¤

6.2.2 K -flow Weighted Round Robin with WFQ-like

spreading Scheduler (WRR-spK)

The WRR-spK scheduler [56] is a variant of the standard WRR scheduler,

in which the service order amongst the flows is identical to WFQ. The algo-

rithm for the WRR-spK scheduler is described as follows:

K -flow WRR with WFQ-like spreading Scheduler (WRR − spK)

Let the array x contain the sequence < m
rj , j >: m ∈ {1, · · · , rj}, 1≤ j ≤ K

sorted in lexicographic order.
The vector áWRR−spK

is constructed as follows:
áWRR−spK

(i) = j if x(i) =< m
rj , j >

The WRR-spK scheduler possesses the following property for 1≤ j ≤ K -1:
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Property 6.2 The mth allocation of flow j always occurs between the dmrk

rj e

th and dmrk

rj e - 1 th allocation of flow k, where k>j, 1≤ m≤ rj, i.e.,

ns
(j,k)
WRR−spK

(m) = d
mrk

rj
e − 1

Proof. According to the algorithm, the mth allocation to flow j is charac-

terized by the parameter m
rj . If x denotes the cumulative number of slots

allocated to flow k up to the mth allocation of flow j and j < k, then x must

satisfy the following conditions:

x

rk
<

m

rj
and

x + 1

rk
≥

m

rj

Hence, we obtain ns
(j,k)
WRR−spK

(m) = x = dmrk

rj e -1 ¤

6.2.3 K -flow Credit Round Robin Scheduler (CRRK)

The motivation to design the CRRK scheduler [57] was to reduce the latency

of the DRRK scheduler. As with the DRRK scheduler, the CRRK scheduler

can be implemented as a loop scheduler, and the pseudo-code is given as

follows:

K -flow Credit Round Robin Scheduler (CRRK)

Initialize xj = rj

rK , 1≤ j ≤ K

Set i=1, SP=K, count=0
while i ≤ R

if count < K
if xSP < 1 SP = SP - 1, count = count + 1
else áCRRK

(i) = SP, xSP = xSP - 1
SP = SP - 1, i = i + 1, count = 0

else xj = xj + rj

rK ∀ j, count = 0

The CRRK scheduler possesses the following property for 1≤ j ≤ K -1:
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Property 6.3 The mth allocation of flow j always occurs between the dmrK

rj e

th and dmrK

rj e - 1 th allocation of flow K, 1≤ m≤ rj, i.e.,

ns
(j,K)
CRRK

(m) = d
mrK

rj
e − 1

Proof. With the CRRK scheduler, the first slot is always allocated to flow

K. We can consider subsequent allocations in blocks, where each block ter-

minates with the next flow K allocation, as illustrated in Fig. 6.1, where

ns
(j,K)
CRRK

(m) is the number of slots allocated to flow K up to the mth alloca-

tion to flow j.
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Figure 6.1: Illustration of allocation to flow K relative to allocation to flow j with

the CRRK scheduler.

According to the transmission heuristics given by the pseudo-code, ns
(j,K)
CRRK

(m)

has to satisfy the following conditions:

[ns
(j,K)
CRRK

(m) + 1]rj

rK
≥ m and

ns
(j,K)
CRRK

(m) · rj

rK
< m

Hence, we obtain ns
(j,K)
CRRn

(m) = dmrK

rj e -1 ¤

6.2.4 K -flow Golden Ratio (GRK) Scheduler

The Golden Ratio Scheduler was proposed in [51] and is described as follows:



6.2. DESCRIPTION OF K -FLOW LOOP SCHEDULERS 93

K -flow Golden Ratio Scheduler (GRK)

Let z = 0.6180339887 and x(m) = frac(m · z) where frac(y) = y − byc
Let the array y contain the sequence x(m), 0≤ m ≤ R-1,
sorted in ascending order.
The vector áGRK

is constructed as follows:

áGRK
(i) = j if

∑j−1
k=1

rk

R
≤ y(i) ≤

∑j

k=1
rk

R
, 1≤ j ≤ K

It was established in [49] that if R is a Fibonacci number, then n
j
GRK

com-

prises at most three values for each j ; otherwise, more values are generated.

6.2.5 K -flow Short-term Fair Scheduler (STFK)

We can characterize the fairness performance of any loop scheduler in terms

of the cumulative service-deficit, sdj(i), which measures the discrepancy be-

tween the requested and allocated fractional bandwidth for flow j up to slot

i, 1≤ i ≤ R. If yj(i) denote the cumulative number of slots allocated to flow

j up to and including slot i, then we have the following:

sdj(i) =
rj

R
−

yj(i)

i

A positive (negative) value of sdj(i) implies that flow j has received less

(more) than its fair share of bandwidth up to slot i. Hence, we consider a

scheduler that allocates each slot to the flow with maximum instantaneous

service-deficit so as to achieve maximum fairness (Short-term Fair or STFK

scheduler). Whenever there is a tie, priority for allocation is given to the

flow with the highest flow index. The pseudo-code for the STFK scheduler

is given as follows:
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K -flow Short-term Fair Scheduler (STFK)

Initialize yj(0) = 0, 1≤ j ≤ K

for i=1:R
yj(i) = yj(i − 1), 1≤ j ≤ K

sdj(i) = rj

R
- yj(i)

i
, 1≤ j ≤ K

áSTFK
(i) = arg max

1≤j≤K
sdj(i)

yáSTFK
(i)(i) = yáSTFK

(i)(i)+1

This scheduler was first suggested in [51], where the authors conjectured,

based on numerical calculations, that it is a promising scheduler. However,

no analysis of the scheduler was provided in terms of periodicity properties.

6.2.6 K -flow Random (RNDK) Scheduler

The loop schedulers considered so far are deterministic since the allocation

vector áπ ∈ A is fixed. In this section, we define a random scheduler, RNDK ,

whose allocation vector, áRNDK
, is uniformly selected from A. We note that

RNDK ∈ Fr because the selected áRNDK
is used for allocation in each loop.

Let us refer to an allocation sequence based on the RNDK scheduler, and

consider a particular loop that begins with the (m − 1)th allocation to flow

j, as illustrated in Fig. 6.2. Since rj slots must be allocated to flow j in

any loop, the total number of ways the {kth}m+rj−2
k=m allocations to flow j can

occur within R-1 slots is
(

R−1
rj−1

)
. However, the corresponding expression that

ensures that n
j
RNDK

(m) = N is given by
(

R−N−1
rj−2

)
. Hence,

Prob(nj
RNDK

(m) = N) =

(
R−N−1

rj−2

)

(
R−1
rj−1

) , 1 ≤ N ≤ R − rj + 1
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The periodicity metric for each flow j is evaluated as follows:

E[nj
RNDK

]2 =
R−rj+1∑

N=1

Prob(nj
RNDK

(m) = N) · N2 (6.3)

=
R(2R − rj + 1)

rj(rj + 1)

By comparing Eq. (6.3) with Eq. (6.1), we have the following theorem:

Theorem 6.2 The periodicity metric of the RNDK scheduler is upper-bounded

by that of the DRRK scheduler, i.e., for 1≤ j ≤ K,

E[nj
RNDK

]2 ≤ E[nj
DRRK

]2
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Figure 6.2: Evaluation of Prob(nj
RNDK

(m)=N) for the random scheduler.

6.3 Conditions for Optimal Per-flow Period-

icity for K -flow Loop Schedulers

In this section, we determine the conditions for optimal allocation periodicity

for flow j. This can be expressed as a requirement on nj
π in the following

theorem:

Theorem 6.3 If nj
∗ is defined as follows:

nj
∗ = {

rjb R

rj c+rj−R

︷ ︸︸ ︷

b
R

rj
c, · · · , b

R

rj
c, d

R

rj
e, · · · , d

R

rj
e

︸ ︷︷ ︸

R−rjb R

rj c

}
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then we have the following:

E[nj
∗]

2 = min
π∈Fr

E[nj
π]2

Proof. We consider the following cases:

R ≡ 0 (modulo rj) : Perfect allocation periodicity is achieved for flow j

when the inter-allocation interval is constant, i.e., nj
∗(k) = nj

∗(m). This

is achieved if and only if nj
∗(k) = R

rj for 1≤ k ≤ rj.

R ≡ x (modulo rj), 1≤ x ≤ rj-1 : In this case, a constant inter-allocation

interval for flow j cannot be achieved. The best one can achieve is the

following for 1≤ k ≤ rj:

nj
∗(k) ∈ {N,N + 1}, where 1 ≤ N ≤ R − rj.

For 1≤ m ≤ rj-1, let us assume the following:

nj
∗ = {

m
︷ ︸︸ ︷

N, · · · , N,N + 1, · · · , N + 1
︸ ︷︷ ︸

rj−m

}

Then, since
∑rj

k=1 nj(k) = R, we have the following:

m · N + (rj − m) · (N + 1) = R

from which we have

m = rj · N + rj − R

However, since 1≤ m ≤ rj-1, we have the following constraints on N :

R

rj
− 1 +

1

rj
≤ N ≤

R

rj
−

1

rj
(6.4)

Since b R
rj c -1 < R

rj − 1 + 1
rj and d R

rj e > R
rj −

1
rj , the only integer N that

can satisfy Eq. (6.4) is N = b R
rj c.



6.4. A RECURSIVE LOOP SCHEDULER FOR INPUT-HETEROGENEOUS CLASS-BASED
SCHEDULING 97

¤

The corresponding value for E[nj
∗]

2 can be used as a lower bound for all π ∈

Fr and is given as follows:

E[nj
∗]

2 =
R(2N + 1) − rjN(N + 1)

rj

6.4 A Recursive Loop Scheduler for Input-

Heterogeneous Class-based Scheduling

In this section, we consider a C -class input-heterogeneous scheduling sce-

nario, and propose a recursive loop scheduler based on the WRR − spK

scheduler that exhibits good periodicity properties.

6.4.1 Intra-class Fairness in Class-based Scheduling

In addition to optimizing the periodicity of individual flows, a desirable char-

acteristic in class-based scheduling is the notion of intra-class fairness, i.e., all

flows from the same class should possess the same periodicity characteristics.

Hence, a scheduler π ensures intra-class fairness if E[nj
π]2 = E[nk

π]2 for all j,k

∈ Cx for 1≤ x ≤ C.

A simple example of a scheduler that ensures intra-class fairness is the DRRK

scheduler. This can be observed from Eq. (6.1), where, for any flow j ∈ Cx:

n
j
DRRK

= {1, · · · , 1, R − r̃x + 1} (6.5)

On the other hand, the RNDK scheduler does not ensure intra-class fairness.

As an example, we consider a two-class input-heterogeneous scheduling sce-

nario, where r̃=[2,3] and κ=[2,2]. If áRNDK
=[3,1,2,1,3,2,4,4,3,4], then by

evaluating n
j
RNDK

, we observe that although flows 1, 2 ∈ C1, they have

different periodicity characteristics.
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6.4.2 Periodicity property of WRR− spK scheduler for

C -class Scheduling

Property 6.2 can be generalized for a class-based scenario as follows:

Property 6.4 For the WRR-spK scheduler, flows within each class are allo-

cated in blocks, where the order within class Cx is
∑x−1

m=1 κm+1,
∑x−1

m=1 κm+2,

· · · ,
∑x

m=1 κm for 1≤ x ≤ C. In addition, the mth block of Cx will reside

between the dm·r̃y

r̃x eth and dm·r̃y

r̃x e−1th block of Cy, where y>x and 1≤ m ≤ r̃x.

We note from Property 6.4 that flows within each class are always transmitted

in blocks, where each flow from that class is allocated exactly once and the

order within each block is constant. Hence, the periodicity characteristics

for flows belonging to the same class are identical, i.e., intra-class fairness is

maintained.

Special Case: C=2 : Using Property 6.4, n
j
WRR−spK

can be evaluated as

follows:

n
j
WRR−spK

=







{

r̃1d r̃2

r̃1 e−r̃2

︷ ︸︸ ︷

κ1 + κ2b
r̃2

r̃1
c, · · · , κ1 + κ2b

r̃2

r̃1
c,

κ1 + κ2d
r̃2

r̃1
e · · ·κ1 + κ2d

r̃2

r̃1
e

︸ ︷︷ ︸

r̃2−(d r̃2

r̃1 e−1)r̃1

}, j ∈ C1;

{

r̃2K−R

κ1
︷ ︸︸ ︷

κ2, · · · , κ2, K, · · · , K
︸ ︷︷ ︸

R−κ2r̃2

κ1

}, j ∈ C2.

(6.6)
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Similarly, from Theorem 6.3, we have the following:

nj
∗ =







{

r̃1(κ1+bκ2r̃2

r̃1 c)+r̃1−R

︷ ︸︸ ︷

κ1 + b
κ2r̃2

r̃1
c, · · · , κ1 + b

κ2r̃2

r̃1
c,

κ1 + d
κ2r̃2

r̃1
e, · · · , κ1 + d

κ2r̃2

r̃1
e

︸ ︷︷ ︸

R−r̃1(κ1+bκ2r̃2

r̃1 c)

}, j ∈ C1;

{

r̃2(κ2+bκ1r̃1

r̃2 c)+r̃2−R

︷ ︸︸ ︷

κ2 + b
κ1r̃1

r̃2
c, · · · , κ2 + b

κ1r̃1

r̃2
c,

κ2 + d
κ1r̃1

r̃2
e, · · · , κ2 + d

κ1r̃1

r̃2
e

︸ ︷︷ ︸

R−r̃2(κ2+bκ1r̃1

r̃2 c)

}, j ∈ C2.

(6.7)

Comparing Eq. (6.6) with Eq. (6.7), we note that n
j
WRR−spK

6= nj
∗ for

1≤ j ≤ K and hence, the WRR-spK scheduler is not optimal in terms

of per-flow periodicity. However, we note that when κ1=1 (κ1=K -1),

the WRR-spK scheduler offers optimal periodicity for flows in C2 (C1).

However, if r̃1=1, then optimal (worst-case) periodicity is achieved for

flows in C1 (C2).

The corresponding periodicity properties for the STFK and RNDK

schedulers can be found in [58].

Enhancement to WRR-spK Scheduler : For C = 2, we observe that

the WRR-spK scheduler results in worst-case periodicity for C2 flows

when κ1=K -1 and r̃1=1. This is due to the default lexicographic or-

dering in the scheduling mechanism, which can be circumvented by

introducing a parameter, %, 1≤ % ≤ K, to the WRR-spK scheduler (de-

noted WRR-spK(%)). With the WRR-spK(%) scheduler, the ordering

priority in the event of a tie in the elements {m
rj }

rj

m=1 for 1≤ j ≤ K

is given by [%,%+1,%+2,· · · ,K,1,2,· · · ,%-1]. We note that the scheduler

reduces to the original WRR-spK scheduler when % = 1.
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6.4.3 A Recursive Approach to Class-based Scheduling

Instead of ’blindly’ applying any loop scheduler to a class-based scenario,

we consider a class-based scheduling paradigm that allocates slots to flows

within each class independently of other classes (intra-class scheduling) and

then combines the allocation vectors obtained in an optimal way (inter -class

scheduling). We propose a recursive approach, where RECx(I) is a |I|-class

recursive scheduler with input x ∈ I, such that I ⊂ C = {1,2, · · · ,C}.

The mechanism of RECx(I) comprises two stages: The first stage involves

obtaining the allocation vectors for flows ∈ {Cy}∀y∈I\x
∗ and Cx respectively.

The second stage combines these allocation vectors to obtain áRECx(I).

The allocation vector for flows ∈ {Cy}∀y∈I\x is obtained by evaluating the

vector áRECz(I\x) for some z ∈ I\x. Since the flows ∈ Cx are homogeneous,

a simple RR allocation is optimal in terms of periodicity, and the allocation

vector is given as follows:

áRRκx = [1, 2, · · · , κx, 1, 2, · · · , κx, · · · , · · · , 1, 2, · · · , κx]

We note that the elements of áRECz(I\x) and áRRκx have to be updated ac-

cordingly to ensure that the correct flow indices are assigned to flows in each

class. Our approach in the second stage is to insert the elements of áRRκx into

áRECz(I\x) such that successive elements of áRRκx are as uniformly-spaced as

possible in áRECx(I). This is illustrated in Fig. 6.3, where Mx = d
|áRECz(I\x)|

|áRRκx
|

e.

For each I, there are |I| instances of recursive schedulers, RECx(I), corre-

sponding to each x ∈ I. Hence, for optimality, we have to evaluate the allo-

cation vector for each instance, and compute the corresponding periodicity

performance. According to our algorithm, each RECx(I) in turn comprises

|I|-1 instances of recursive schedulers, RECz(I\x), corresponding to each z

∈ I\x. This continues until we are reduced to a two-class scheduling scenario.

∗The notation x\ y refers to the elements of x excluding y.
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Figure 6.3: Illustration of the scheduling mechanism of the RECx
C scheduler.

6.4.4 Optimal Two-Class WRR-spK-based Scheduler

From Section 6.4.2, we observe that for the special case of K=2, since κ1=1

=K -1, the WRR-sp2 scheduler offers optimal periodicity for all flows. Hence,

if we define a two-class scheduler, OPT2, that employs the WRR − sp2 as

an inter-class scheduler, then it can be shown that n
j
OPT2

= nj
∗ as given in

Eq. (6.7) for 1≤ j ≤ K. Hence, the OPT2 scheduler is optimal for two-class

scheduling, and the pseudo-code is given below, assuming κ1 · r̃1 ≤ κ2 · r̃2 (the

corresponding scheduler for κ1 · r̃1 > κ2 · r̃2 can be obtained by inter-changing

the indices 1 and 2):

Optimal Two-Class Scheduler (OPT2)

Set r = [κ1 · r̃1, κ2 · r̃2], K = κ1 + κ2

Define C1 = [

1
︷ ︸︸ ︷

1, 2, · · · , κ1,

2
︷ ︸︸ ︷

1, 2, · · · , κ1, · · · , · · · ,

κ1·r̃1

︷ ︸︸ ︷

1, 2, · · · , κ1]
Define C2 = [κ1 + 1, κ1 + 2, · · · , K

︸ ︷︷ ︸

1

, · · · , · · · , κ1 + 1, κ1 + 2, · · · , K
︸ ︷︷ ︸

κ2·r̃2

]

Compute áWRR−sp2
= WRR-sp2(r)

for x = 1:2
index = find(áWRR−sp2

==x )
áOPT2(index) = Cx

Based on OPT2, we can use our recursive approach to find an approximately-

optimal allocation for class-based scheduling. Our approach is tractable since

the number of classes, C, is small.
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6.5 Numerical Results

In this section, we evaluate the (a) periodicity performance under error-free

conditions and (b) wireless receiver buffer requirement under error-prone

conditions for a CSDSAP
AS scheduler for various SAP ∈ Fr.

We define the weighted covariance of {nj
SAP}

K
j=1, wcovSAP , as follows:

wcovSAP =
K∑

j=1

rj

R
·
E[nj

SAP ]2 − (E[nj
SAP ])2

(E[nj
SAP ])2

The metric, wcovSAP , reflects the periodicity over the ensemble of all flows.

With perfect periodicity, wcovSAP =0 since nSAP = E[nj
SAP ]. Hence, a value

close to zero is an indication of good periodicity performance.

We consider the following broadband applications with the corresponding

typical bandwidth requirements in kbps [59]: Streaming Video (Internet

Quality) (128), Residential Voice (300), Video Telephony (400), Interactive

Games (500) and Streaming video (Video-on-Demand Quality) (3700). We

define various C -class scheduling scenarios (where each class comprises flows

from a particular application) and compare wcovπ obtained for each scenario

for each scheduler. For example, if we consider Residual Voice, Video Tele-

phony and Interactive Games, then we have r̃=[300,400,500] ≡ [3,4,5]. We

assume that the flow composition is uniform, i.e., κx = κ for 1 ≤ x ≤ C.

We define the optimal WRR− spK scheduler (denoted WRR− sp∗K), where

WRR−sp∗K = WRR-spK(%∗) such that %∗ = arg min
1≤%≤K

wcovWRR−spK(%). Sim-

ilarly, the optimal recursive loop scheduler, REC∗(C) = RECx∗
(C), where

x∗ = arg min
∀x∈C

wcovRECx(C).



6.5. NUMERICAL RESULTS 103

6.5.1 Periodicity Performance of CSD scheduler under

Error-free Conditions

Under error-free conditions, the performance of the CSDSAP
AS scheduler cor-

responds to the performance of its SAP. We compare the periodicity per-

formance corresponding to various SAP for different flow configurations and

C=3 in Fig. 6.4. The corresponding results for C=4 and 5 are shown in Fig.

6.5. Numerical results for other flow configurations can be found in [58].
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Figure 6.4: Comparison of wcovSAP corresponding to various SAP for r̃ = [3,4,5]

(left) and [3,5,37] (right) in 3-class scheduling.
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Figure 6.5: Comparison of wcovSAP corresponding to various SAP for r̃ =

[32,100,125,925] (left) and [32,75,100,125,925] (right) in 4-class and 5-class schedul-

ing.

Although not depicted in the figures, we note that the RNDK scheduler

performs significantly worse than the deterministic schedulers (excluding the

DRRK scheduler). In addition, the performance for each scheduler is rel-

atively invariant with κ for κ >1 for a given r̃. Hence, we consider the

following cases:
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κ >1 : Between the WRR-spK and CRRK schedulers, the CRRK performs

worse. In addition, an enhancement of the WRR-spK always exists and

the gain in terms of the weighted covariance is significant. Amongst

the REC∗(C), STFK and GRK schedulers, the relative performance

is always according to the above order, with the REC∗(C) scheduler

achieving the best performance. In fact, wcovSTFK
and wcovREC∗(C) ≈

0 for scenarios where r̃C >> r̃x, 1≤ x ≤ C-1.

While the WRR-spK , CRRK and WRR-sp∗K schedulers ensure intra-

class fairness for any scheduling scenario, it is not enforced by the STFK

and REC∗(C) schedulers for certain scenarios, and is never enforced

by the GRK scheduler for any scenario. Hence, there is a trade-off be-

tween achieving good periodicity performance and ensuring intra-class

fairness. If the latter needs to be guaranteed for any class-scheduling

scenario, then the WRR-sp∗K scheduler should be used; otherwise, the

REC∗(C) scheduler should be used.

κ=1 : For an easier comparison of the periodicity performance of the sched-

ulers, we plot the results for κ=1 in Fig. 6.6. The STFK and WRR-

sp∗K schedulers offer the best overall periodicity performance, while the

GRK and CRRK schedulers offer the worst performance. We note that

intra-class fairness is irrelevant in this case.
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Figure 6.6: Comparison of wcovSAP for various SAP in K -flow scheduling where

K=3 (left) and K=4,5 (right).
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6.5.2 Wireless Receiver Buffer Requirement of CSD

Scheduler under Error-prone Conditions

In Chapters 4 and 5, the wireless receiver buffer requirement for the CSDSAP
AS

scheduler was evaluated for input-homogeneous scheduling scenarios. In this

section, we perform the corresponding evaluation for the CSDSAP
UA scheduler

in an input-heterogeneous scenario, assuming a deterministic OSP is used for

channel prediction and γ = 0.

Since bj 6= bk for j 6= k, we evaluate the average buffer requirement of

scheduler CSDSAP
UA , b̌CSDSAP

UA
, defined as follows:

b̌CSDSAP
UA

=
1

K

K∑

j=1

b
j

CSDSAP
UA

We plot b̌CSDSAP
UA

for various SAP as a function of g for r̃=[3,4,5], pc(0)=0.9,

β = 0.01 and ρ = 0.99 in Fig. 6.7. The corresponding plots (excluding the

DRRK scheduler) for pc(0)=0.8 are shown in Fig. 6.8. The error-free case is

also included to investigate the effects of channel errors on b̌CSDSAP
UA

.
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Figure 6.7: Comparison of wireless buffer requirement with the CSDSAP
UA scheduler

for various SAP for pc(0)=0.9, r̃ = [3,4,5] and κ = 1 (left) and κ = 2 (right).

For any (pc(0),g) and κ, the DRRK scheduler, which is equivalent to a simple

WRRK scheduler, results in significantly larger buffer requirements than the

other loop schedulers (whose performances are similar). Hence, the perfor-
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Figure 6.8: Comparison of wireless buffer requirement with the CSDSAP
UA scheduler

for various SAP for pc(0)=0.8, r̃ = [3,4,5] and κ = 1 (left) and κ = 2 (right).

mance of the CSDWRR
UA scheduler can be improved with any other choice for

the SAP. In addition, the following observations are common for all the loop

schedulers (excluding the DRRK scheduler):

Variation with channel quality : The buffer requirement is increased

when the channel quality is degraded.

Variation with channel agility : The buffer requirement is relatively in-

variant for g ≥ 0.5, but it is significantly increased when g is reduced

from 0.5 to 0.1.

Variation with number of flows : When the channel is uncorrelated,

the buffer requirement is relatively invariant with κ; however, for a

persistent channel, the buffer requirement is significantly reduced (up

to 100%) when κ is increased from 1 to 2.

6.6 Summary

In this chapter, we consider the design of a perfectly-fair loop scheduler that

minimizes the HOL packet delay variance (or maximizes the periodicity) for

an input-heterogeneous scenario under error-free conditions. We describe

and analyze the periodicity properties of various loop schedulers and show
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that the WRR scheduler exhibits the worst periodicity performance. We

also derive the conditions for optimal per-flow periodicity for any K -flow

loop scheduler.

We consider a class-based scheduling scenario where flows can be grouped

according to their relative bandwidth demands. We propose a recursive im-

plementation of the WRR-with-spreading scheduler, and verify its optimality

in terms of periodicity for a two-class scenario.

Using numerical results, we compare the performance of the loop schedulers

under error-free conditions. Although the recursive scheduler achieves the

best periodicity performance, it fails to guarantee intra-class fairness, which is

desirable for class-based scheduling. On the other hand, an enhanced WRR-

with-spreading scheduler gives the best periodicity performance amongst

those schedulers that maintain intra-class fairness. Hence, there is a trade-off

between periodicity and fairness performance in the design of loop schedulers.

In addition, we also investigate the wireless receiver buffer requirement un-

der error-prone conditions when various loop schedulers are implemented as

the SAP in a CSD scheduler. The buffer requirement is significantly larger

when the WRR scheduler is used as the SAP, which concurs with its worst

periodicity performance; the corresponding requirement is similar when any

other loop scheduler is used. Hence, the choice of the SAP is important in

determining the QoS performance of CSD schedulers.





Chapter 7

Summary

7.1 Main Results

The importance of mobile connectivity along with the popularity of the In-

ternet is fuelling the development and roll-out of Next-Generation wireless

networks. We consider a generic wireless network (Fig. 1.1), where an Ac-

cess Point (AP) is the interface that links wireless receivers (assumed to

be buffer-limited) to a wired network. We envisage a demand for such a

network to deliver wireless services with diverse QoS requirements from the

wired network to the wireless receivers (downlink). For a given input-traffic

specification, the design of the downlink wireless scheduler at each AP is crit-

ical for QoS provisioning over the wireless link as well as the receiver buffer

design. The high error rate as well as time- and location-dependence of the

wireless channel renders the problem a hard and challenging one.

Although several wireless schedulers have been proposed recently, their main

contribution lies in the design of the scheduling mechanism to achieve a

specific performance. To the best of our knowledge, work on the QoS analysis

of these schedulers is limited, and hence, our objective is to characterize the

QoS performance of a generic wireless scheduler in order to study the trade-

offs amongst QoS metrics and wireless scheduler and receiver design for a

given scenario. We define the following tasks to achieve this goal:

109
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Definition and Modelling of Scheduling Problem (See Chapter 2) :

The wireless scheduling problem comprises the input-flows, the wireless

channel, the wireless scheduler, the wireless receivers, and the desir-

able QoS metrics. Each input-flow is characterized by its time-fraction

requirement, which specifies the fraction of resources that should be

allocated to it. We consider a Two-State Markov Chain (2SMC) model

for the wireless channel since its typical characteristics can be mani-

fested in such a model. We assume a uniform channel quality for each

flow, and hence, the channel agility (uncorrelated/persistent) charac-

terizes the channel of each flow. We define a class-based scheduling

scenario, where each class comprises flows with identical time-fraction

requirement and channel agility. A scheduling scenario is input (chan-

nel)-homogeneous if all classes have identical time-fraction requirement

(channel agility), and is input (channel)-heterogeneous otherwise.

We define a generic wireless scheduler that maps to the Unified Wireless-

Fair Queuing Framework, from which most wireless schedulers pro-

posed recently can be instantiated. At each scheduling instant, the Ar-

bitration Scheme (AS) selects a flow based on the allocation sequence

of the Slot Allocation Policy (SAP), the predicted channel state from

the Channel Status Monitor (CSM), the lead/lag status of each flow

from the Fairness Monitor (FM), and the Packet Dispatcher (DISP)

dispatches the Head-of-Line (HOL) packet of the selected flow for trans-

mission.

The abstraction of the wireless scheduler into various components en-

ables us to isolate the contribution of each component to various QoS

metrics (throughput, delay and fairness) defined over different time in-

tervals. In addition, we also define a queuing model for each wireless

receiver. We show that the QoS metrics as well as the wireless receiver

buffer requirement can be expressed in terms of the statistics of the

HOL packet delay of each flow.

Performance Analysis : We model the wireless scheduling mechanism as
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a Markov process, from which the HOL packet delay probability den-

sity function (pdf) can be derived. We present a stochastic analysis

of a Wireless-Fair Scheduler (WFS) for a two-flow scenario, assum-

ing a simple Weighted Round Robin (WRR) scheduler for the SAP.

Although the ergodicity of the Markov model is established, our mod-

elling approach is limited in a multiple-flow scenario as the number of

states that the FM needs to maintain increases quadratically with the

number of flows. (See Chapter 3)

To overcome the above limitation, we propose an abstraction of the

generic wireless scheduler model by disabling the FM. The correspond-

ing Markov model of the resulting Channel-State Dependent (CSD)

scheduler is ergodic in a multiple-flow scenario. We propose a novel

concept of constrained state-transition matrices, based on which we

present a framework for the performance analysis of CSD schedulers.

With this framework, the HOL packet delay pdf can be derived more

efficiently for a given SAP, AS and scheduling scenario without the te-

dious transient computations of Markov analysis. The complexity of

the framework is determined by the computational complexity of prod-

ucts of matrices of dimensions 2K × 2K , where K is the total number

of flows. (See Chapter 4)

The SAP and AS are further abstracted as follows:

• The SAP determines the QoS performance of the wireless sched-

uler under error-free conditions. We restrict the choice of the SAP

to perfectly-fair (i.e., allocated share = time-fraction requirement)

loop schedulers as they are simple to implement and are mathe-

matically tractable. We describe and analyze the periodicity prop-

erties of various loop schedulers, and also derive the conditions for

optimal per-flow periodicity (or minimum HOL packet delay vari-

ance). (See Chapter 6)

• The AS selects a flow for transmission amongst the set of eligi-

ble flows (i.e., flows with predicted error-free channels) in order
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to emulate the performance of the SAP under error-prone condi-

tions. In addition to a uniform arbitration scheme, we propose

various prioritized arbitration schemes that assign a priority to

each eligible flow in order to embed fairness provision into the

CSD scheduler. Our objective is to emulate the functionalities of

the FM in the generic scheduler model. (See Chapter 4)

In addition to the WFS and CSD schedulers, we propose a Channel-

State Independent Fair-Aggregation (FA) scheduler that aggregates

input-flows fairly into a single flow prior to FIFO scheduling. (See

Chapter 3)

Numerical Results and Applications : We apply our analysis to de-

rive the HOL packet delay pdf for each scheduler, from which QoS

and other performance metrics are evaluated. We make the following

observations:

Input-homogeneous Scenario : In this scenario, the choice of the

SAP is trivial since the class of perfectly-fair loop schedulers re-

duces to a simple RR scheduler. In terms of the AS, our proposed

prioritized scheme achieves a significant reduction in the wireless

receiver buffer requirement for the CSD scheduler compared to

uniform arbitration. (See Chapter 4)

When the scheduling scenario is also channel-homogeneous, we

observe that while the FA scheduler achieves better QoS perfor-

mance in an uncorrelated channel, the CSD scheduler is superior

in a persistent channel. (See Chapter 3) Hence, for a channel-

heterogeneous two-class scheduling scenario, we propose a novel

hybrid CSD-FA scheduler that partitions the flows according to

their channel agility, and then applies the respective scheduling

mechanism to each partition. Numerical results suggest that the

proposed scheduler achieves good overall throughput as well as

low buffer requirements compared to the CSD scheduler. This

stresses the importance to exploit the long-term error behavior
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(channel agility), in addition to the instantaneous channel state

in the design of wireless schedulers. (See Chapter 5)

Input-heterogeneous Scenario : Under error-free conditions, the

performance of the CSD scheduler is given by the performance of

its SAP. Based on the analysis of perfectly-fair loop schedulers,

we show that the WRR scheduler exhibits the worst periodicity

performance, while the WRR-with-spreading (WRR-sp) sched-

uler performs optimally for a two-flow scenario. Based on this

observation, we propose a recursive implementation of the WRR-

sp scheduler for a class-based scheduling scenario. Although the

recursive scheduler achieves the best periodicity performance, it

fails to guarantee intra-class fairness with respect to periodicity,

which is desirable in a class-based scheduling scenario. On the

other hand, an enhanced WRR-sp scheduler gives the best peri-

odicity performance amongst those that maintain intra-class fair-

ness. Hence, there is a trade-off between absolute periodicity and

periodicity-fairness performance in the design of loop schedulers.

Under error-prone conditions, the wireless receiver buffer require-

ment of the CSD scheduler is significantly larger when the WRR

scheduler is implemented as the SAP, which concurs with its worst

periodicity performance under error-free conditions; the corre-

sponding requirement is similar when any other loop scheduler

is chosen. (See Chapter 6)

7.2 Future Work

Based on our current achievements, we propose a guideline for wireless sched-

uler design to optimize a particular performance metric for a given scheduling

scenario in Fig. 7.1.

According to Fig. 7.1, we need to extend the current analysis to include the

remaining scenarios. In addition, we also suggest the following work-items
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Figure 7.1: Recommendations for Wireless Scheduler Design to optimize given per-

formance metric for various scheduling scenarios.

for future study:

Impact of ARQ mechanism : In our research, we did not address the

influence of the ARQ policy on the QoS characterization of the wire-

less scheduler. We assume a simple Stop-and wait ARQ policy at the

DISP, where all packets will eventually be transmitted, and will ar-

rive at the wireless receiver in the same order as they arrive at the

input-flows. This policy is suitable for loss-sensitive, but delay-tolerant

applications and eliminates the need for re-ordering of packets at the

receiver. However, for a delay-sensitive but loss-tolerant application, a

trade-off between delay and packet loss can be achieved by dropping

packets that exceed a given delay bound. Hence, further investigation

of ARQ policies (e.g., [40] and references therein) can improve the QoS

characterization of the wireless scheduler.

Impact of Channel Error Model : In our research, we did not address

the effects of different wireless channel models on the QoS analysis of

wireless schedulers. We considered a simple 2SMC error model, which

is inadequate for certain fading channels according to recent works, and

Markov chains with more states [26, 27] or higher order [28] have been
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suggested. It may be worthwhile to extend our analysis to incorporate

these models, although their effects on the QoS provisioning are not

clear.

Impact of spatial distribution of wireless receivers : In our research,

we did not address the effect of the spatial distribution of the wireless

receivers in characterizing the channel; in fact, it is implicitly assumed

that they are spatially apart, such that the channel states are inde-

pendent. However, ‘hotspots’ may arise in realistic scenarios, and as a

result, the channel states of receivers constituting each hotspot may be

inter-dependent and be subjected to higher interference levels. Hence,

it is important to incorporate this information in defining the schedul-

ing scenario.

Impact of arrival characteristics : Let us consider the end-to-end de-

lay of any packet, which comprises the delay between the source and

the access point, and from the access point to the wireless receiver.

Without cross-layer adaptation of TCP, we can assume that the first

component is independent of the wireless channel characteristics. The

second component can be partitioned into the queueing delay and the

HOL delay.

In our research, we assumed that each flow is continuously backlogged,

i.e., total number of backlogged flows is constant (=K ). In this way,

the steady-state HOL packet delay pdf for each flow can be computed

and a G/G/1 model can be defined to evaluate the queueing delay in

terms of the arrival characteristics.

On the other hand, under light loading conditions, flows can become

idle and hence, the delay characteristics become inter-dependent amongst

different flows, giving rise to a more complex delay analysis.

Alternative notions of allocation smoothness : In our research, we de-

fined a metric based on the variance to quantify the allocation smooth-

ness of perfectly-fair loop schedulers. However, recent works ([52] and
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references therein) have treated the same problem using the notions of

balanceness [53] and regularity [54]. Hence, it is interesting to compare

the different notions of smoothness in terms of their effects on the QoS

performance of the wireless scheduler.

Distributed / Uplink Scheduling : In our research, we did not address

uplink QoS provisioning, since the distributed nature of uplink schedul-

ing makes the problem harder than centralized downlink scheduling.

Although this is a topic of intense recent study [60, 61, 62, 63, 64, 65,

66], much of the research is focused on achieving fairness in an Ad-Hoc

Networking environment, but do not consider explicitly the wireless

channel error model in their analysis. An extension of our analysis to a

distributed scenario will be non-trivial, but is important for supporting

interactive applications such as video-conferencing and internet-voice.

Integration with Handoff and Load-balancing : In addition to QoS

provisioning via wireless scheduling, the AP is also responsible for

mobility management functions such as handoff initiation and load-

balancing. These functions are inter-dependent especially when the

overlap region between APs is significant.

As an illustration, in our study, we consider the admissibility of wire-

less schedulers based on an efficiency and real-time constraint. These

requirements stipulate a lower and upper bound on the total number of

wireless receivers that can be supported respectively. If AP A carries

an efficiency constraint while AP B supports flows with a real-time

constraint, then AP B may initiate handoff for some receivers in the

overlap region to AP A such that both constraints will be satisfied.



Appendix A

Waiting Time Distribution of

Discrete-Time G/G/1 System

We consider a G/G/1 system for modelling the queuing behavior at wireless

receiver j. Let us denote (in slots)

wj(k) = waiting time of the kth packet

sj(k) = service time of the kth packet

nj(k) = inter−arrival time between the kth and (k + 1)th packet

For simplicity of notations, we will drop the superscript j that denotes the

flow index. From Fig. A.1, if we let ς(k) = s(k)-n(k), then we have the

following recurrence relation:

w(k + 1) = max{0, w(k) + ς(k)} (A.1)

Given the pdf of (s(k),n(k)), the exact pdf of w(k) can be evaluated according

to an iterative approach described in [67]. We shall illustrate this approach

by considering a constant-rate server at the wireless receiver, i.e., s(k) = S

∀ k.

Since ς(k) = s(k) - n(k) and the variables s(k) and n(k) are independent, pς

117
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Figure A.1: Timing diagram at wireless receiver buffer: Relationship between w(k+1)

and w(k),s(k) and n(k) if packet k departs the server after (left) and before (right)

packet k+1’s arrival at the buffer.

is given by the following discrete convolution:

pς(ζ) = pn(−ζ) ⊗ ps(ζ) (A.2)

=
∞∑

i=−∞

pn(−ζ + i)ps(i)

= pn(−ζ + S)

From Eq. (A.1), we obtain the following recursion:

pw(k+1)(W ) = π(pw(k)(W ) ⊗ pς(W )) (A.3)

= π(pw(k)(W ) ⊗ pn(−W + S))

where π is a special operator that modifies the pdf of its argument by re-

placing all of the probability associated with negative values of W with an

impulse at W =0 whose area equals this probability.

As long as the initial waiting time pdf, pw(0), is known, Eq. (A.2) and Eq.

(A.3) can be used to find the limiting probability function defined as:

pw = lim
k→∞

pw(k) (A.4)

For the above ergodic distribution to exist, we require that ρ = E[s]
E[n]

< 1.
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Under the assumption of high-offered load scenario, i.e., ρ ≈ 1, the wait-

ing time for a continuous-time G/G/1 system approximates an exponential

distribution [67] with mean given as follows:

E[w] =
V ar[n] + V ar[x]

2E[n](1 − ρ)

=
V ar[n]

2E[n](1 − ρ)
(A.5)

For a time-slotted system, we can approximate the exponential distribution

of the waiting time by a geometric distribution (i.e., its discrete analogue)

given as follows:

pw =
(1 − 1

E[w]
)W

E[w]
(A.6)

where E[w] as given in Eq. (A.5).

Therefore, in order to improve the speed of convergence of the recursion in

Eq. (A.3), we choose the initial waiting time distribution, pw(0), according

to Eq. (A.6), i.e.,

pw(0) = (1 −
2(E[n] − S)

V ar[n]
)W (0) 2(E[n] − S)

V ar[n]

= (1 −
2E[n](1 − ρ)

V ar[n]
)W (0) 2E[n](1 − ρ)

V ar[n]
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