
Probabilistic Polling for Multi-Hop Energy

Harvesting Wireless Sensor Networks

Zhi Ang Eu and Hwee-Pink Tan

Institute for Infocomm Research, Agency for Science, Technology and Research (A*STAR), Singapore

Email: {zaeu,hptan}@i2r.a-star.edu.sg

Abstract—In this paper, we propose a medium access control
protocol (EH-MAC) for multi-hop energy harvesting wireless
sensor networks (EH-WSNs). In EH-WSNs, the main goal is to
match energy consumption with the energy harvesting rate which
is different from minimizing energy consumption in battery-
operated WSNs. Unlike most existing MAC protocols that are de-
signed to extend network lifetime, EH-MAC is designed to achieve
high throughput given the varying amount of ambient energy
that can be harvested from the environment at different locations
and times. EH-MAC is based on asynchronous, receiver-initiated
polling; however, unlike traditional random backoff mechanisms,
it uses probabilistic polling to reduce data packet collisions. EH-
MAC also dynamically adjusts the number of polling packets to
minimize interference. Performance results show that EH-MAC
increases network capacity and data throughput over other MAC
protocols for EH-WSNs.

I. INTRODUCTION

Recent advances in energy harvesting technologies [1] have

made it possible for sensor nodes to rely solely on energy

harvesting devices for power. Each energy harvesting wire-

less sensor node typically comprises one or more energy

harvesters, an energy storage device (e.g., supercapacitor) to

store the harvested energy, a sensor for measurement, a micro-

controller for processing and a transceiver for communica-

tions. However, there remains many open research problems

in EH-WSNs [2] including the highly variable and often

unpredictable energy harvested from the environment as well

as the limited transmission range of each node. Furthermore,

since each node can operate as long as ambient energy is

available, balancing energy usage with the amount of energy

harvested is the key objective in protocol design for EH-

WSNs.

In this paper, we propose EH-MAC (Energy Harvesting

MAC) that can achieve high throughput and fairness in a multi-

hop EH-WSN using a probabilistic polling mechanism that

adapts to changing energy harvesting rates or node densities

to manage packet collisions and channel contention. The rest

of the paper is organized as follows: Section II describes

related work on MAC protocols for WSNs. The key features

of our proposed EH-MAC scheme are described in Section

III. Performance evaluation results are presented in Section

IV, while conclusions are given in Section V.

II. RELATED WORK

MAC protocols for WSNs can be classified under sched-

uled, random access and polling schemes. In scheduled MAC

protocols (e.g, [3]), time slots are assigned for each node to

transmit so that idle listening can be eliminated, and collision

can be avoided. However, the exchange of time schedules

incurs additional overhead and requires a time synchronization

protocol. Since the energy source is unpredictable in EH-

WSNs, it is difficult for nodes to exchange time schedules

since they do not know future energy availability. However, a

Wakeup Schedule Function (WSF) [4] can solve this problem

by allowing each node to wake up asynchronously, i.e., without

coordination with other nodes. The WSF is defined using a

(u, w, v) block design, where each node is awake over a block

of u slots, and is active over w slots such that any two nodes

would have at least v overlapping active slots.

Random access protocols do not need to exchange schedules

but incur additional (i) idle time for the node to sense the

channel before transmitting, and (ii) overhearing time to listen

to packets not destined to itself. In sender-initiated protocols,

packet transmissions are initiated by the sender node. In B-

MAC [5], the sender transmits preamble symbols, and the

receiver uses an adaptive preamble sampling scheme with

low power listening to reduce duty cycle and minimize idle

listening. X-MAC [6] improves upon B-MAC by using shorter

preambles and reducing energy consumption for receivers. In

receiver-initiated protocols (e.g., RI-MAC [7]), data transmis-

sions are initiated by a beacon packet from the receiver.

Polling is a form of receiver-initiated protocol that relies

on the request-data-acknowledge mechanism used in many

data dissemination protocols (e.g., SPIN [8]). Here, the re-

ceiver polls the sender based on its node identity for data

transmission. However, in EH-WSNs, the receiver may not

know which node(s) is/are awake at the instant of polling due

to the unpredictability in energy harvesting process. Hence,

probabilistic polling was proposed for single-hop EH-WSNs

in our previous work [9]. Instead of identity-based polling,

the data sink sends a contention probability, for which active

nodes respond to accordingly. This contention probability is

dynamically adjusted at the sink according to the network

load (determined by the network density and energy harvesting

rates). It is shown to be effective in resolving contentions by

achieving high throughput while maintaining good fairness

for single-hop EH-WSNs. Hence, in this paper, we extend

probabilistic polling to multi-hop scenarios, which is non-

trivial as (i) the transmission of polling packets from multiple

nodes need to be coordinated, (ii) the contention probability at

each node must be adjusted in a distributed manner and (iii)

the hidden terminal problem exists and needs to be resolved.



III. ENERGY HARVESTING MAC (EH-MAC)

A. Energy Model

Even with the state-of-the-art energy harvesters, the rate of

energy harvesting is much lower than typical power consump-

tion levels in a wireless sensor node. As such, each EH-WSN

node can be in one of two states: (i) charging - in this state, the

node is inactive and harvested energy is cumulatively stored;

(ii) active - in this state, there is sufficient stored energy to

operate the node while it continues to harvest energy from

the environment. We consider a simple energy management

scheme whereby the node switches to active state whenever it

has sufficient energy, Em, to remain active for ta, after which

it switches back to charging state, as illustrated in Fig. 1.

Em

Stored Energy(Ec)

Time
Active State (ta)Charging State (tc)

Fig. 1. Simple Energy Management Scheme

The required stored energy, Em, can be expressed as

Em = max(Prx, Ptx)ta, where Prx and Ptx are the receive

and transmit powers of the node respectively, and ta is the

active time in each wakeup cycle. It can be expressed as

ta = nattx, na > 1, where ttx = 8sd/α is the transmission

time for a data packet of size sd bytes with a transmission

rate of α bps and na is a system parameter (set to 20 in this

paper).

B. Probabilistic Polling

At the start of the active period, after some random time, a

node will send a polling packet (of size sp bytes) to request

data packets (of size sd bytes) from other nodes if the channel

is clear. Otherwise, the node will wait until the channel is

clear before repeating the process. This random time, chosen

between 0 to tmax (set to ttx in this paper), is to enable

nodes to listen to other polling packets as well as to randomize

access to the wireless channel so as to reduce the probability

of collisions between polling packets.

To reduce the number of data packet collisions, each re-

ceiver node maintains a contention probability, pc, which is

used in the polling packet to indicate the probability that a

sender node should transmit its data packet. Upon receiving

a polling packet, a node would generate a random number

x ∈ [0, 1]: it transmits its data packet if x < pc; otherwise, it

will defer transmission for ttx to avoid possible collision with

the data packet sent by another active neighbor in response to

the polling packet. A node will not transmit a polling packet

if its buffer, of size sb packets, is full.

C. Contention Resolution in Probabilistic Polling

In [9], we have shown that the optimal pc that maximizes

throughput is 1/nactive, where nactive is the number of active

neighbors of the node that sent the polling packet. Therefore,

we propose two different dynamic contention probability ad-

justment schemes to achieve this value:

1) AIMD: The first method is to adjust the contention

probability directly using an Additive-Increase Multiplicative-

Decrease (AIMD) algorithm, where plin and pmd are the addi-

tive increase and multiplicative decrease factors respectively.

We use plin = 0.01 and pmd = 0.5 as we have shown in [9]

that these values give high throughput for single-hop scenarios.

2) ENAN: The second method, which is not explored

in [9], is to adjust the contention probability using pc =
1/nest, nest ≥ 1, where nest is the Estimated Number of

Active Neighbors (ENAN). A neighboring node is considered

an active neighbor if it is in the active state and can respond

to polling packets. ENAN can be more accurate than AIMD

when the average number of active neighbors is not high.

A node only estimates the number of active neighbors but

does not need to know their identities thereby eliminating the

use of costly neighborhood discovery schemes. The value of

nest for the ith polling packet depends on the outcome of

the (i − 1)th polling packet: if exactly one node responded,

nest may have been estimated correctly; if multiple active

neighbors responded, nest is increased by 1 as it may have

been underestimated; if there was no response, nest is de-

creased by 1 (subject to a minimum value of 1) as it may have

been overestimated. A packet transmission outcome classifier

[10] can be used to differentiate between packet losses due to

collisions or weak signals.

Fig. 2a illustrates the process of receiving data packets from

other nodes where the neighbors of each node are indicated

in the brackets, and the shaded and unshaded boxes represent

packet transmission and reception respectively. When node 10

is in the active state, it will turn on its transceiver to listen to

the channel. Assuming that nest is 4 for node 10, when the

channel is clear, it will send a polling packet with pc = 0.25.

As no response is received, it reduces nest to 3 and retransmits

another polling packet with pc = 0.33 after a random interval.

After node 10 has received a data packet from node 8, it

will send an acknowledgement (ACK) packet (of size sack

bytes) to node 8. After some random time, the node will

send another polling packet with the same pc. If it receives

concurrent transmissions from multiple nodes resulting in a

corrupted packet, it will increase nest. If a received data packet

needs to be forwarded, it will be stored in the buffer.

Fig. 2b illustrates the process of sending data packets. When

node 10 receives a polling packet from node 12 but decides

not to transmit, it will defer transmission for a period of

one data transmission to avoid potential collision at node 12.

When node 10 receives the next polling packet from node 8,

it decides to transmit a data packet. When the data packet is

successfully sent to node 8, node 10 will receive an ACK and

remove the data packet from its buffer. If it does not receive

the ACK due to wireless losses, the data packet will not be

removed from the buffer. A node can receive and transmit data

packets in the same cycle.

The AIMD scheme is more conservative than ENAN

scheme: pc decreases much faster in AIMD than ENAN when
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Fig. 2. Description of EH-MAC(ENAN)

collisions are detected, but increases slower in AIMD than

ENAN when a node receives no response from its neighbors.

Algorithm 1 summarizes both methods. We use EH-MAC to

refer to both EH-MAC(ENAN) and EH-MAC(AIMD).

Algorithm 1 Updating contention probability pc in EH-MAC

1: nest ← 1 (for ENAN); pc ← 1.0 (for AIMD)

2: Wait for some random time

3: Send a polling packet with pc = 1/nest (for ENAN)

4: Send a polling packet with pc (for AIMD)

5: Listen to the channel

6: if no sensor responds to the polling packet then

7: nest ← min(1, nest − 1) (for ENAN)

8: pc ← min(pc + plin, 1.0) (for AIMD)

9: else if a data packet is successfully received then

10: maintain value of nest (for ENAN) or pc (for AIMD)

11: else if packet loss due to poor channel conditions then

12: maintain value of nest (for ENAN) or pc (for AIMD)

13: else if packet loss due to collision between two or more

sender nodes then

14: nest ← nest + 1 (for ENAN)

15: pc ← pc − (1 − pmd)pc (for AIMD)

16: end if

17: if end of active period reached then

18: Go to charging state. Once enough energy is accumu-

lated, repeat step 2

19: else

20: Repeat step 2

21: end if

IV. PERFORMANCE EVALUATION

We use the Qualnet [11] network simulator to evaluate EH-

MAC and other protocols in EH-WSNs using the specifications

of the TI energy harvesting sensor node [12]. We deploy n EH-

WSN nodes randomly over a simulation area measuring 500m

by 500m. The TI node allows packet sizes larger than those

using TinyOS, so each data packet (sd) is set to 100 bytes to

minimize overheads. Both polling (sp) and acknowledgement

(sack) packets are 15 bytes each. The buffer size is 10 data

packets. The transmission rate (α) of the sensor node is 250

kbps, and the average transmission range is about 70m. We

use a lognormal shadowing model and a Ricean fading model

based on the radio characterization tests in [13].

The range of average energy harvesting rates (λ), from 2

mW to 20 mW, are obtained from datasheets of commercial

energy harvesters and empirical measurements ([13],[14]).

Since the node requires 72.6 mW (Prx) to receive and 83.7

mW (Ptx) to transmit, it cannot be always active and the

unpredictability in the energy harvesting process results in

different charging times for each charge cycle. The charging

time distribution is based on our empirical measurements [9].

The performance metrics are network capacity, throughput

and fairness. The network capacity is computed by assuming

that every node always has data packets to send. It is inde-

pendent of the routing protocol or queue management scheme

used, making it a useful and fair performance metric. The

network capacity, C, is defined in bit-meters/second and is

given by C = (
∑n

i=1

∑Ki

j=1 di,j)/t, where Ki is the number

of packets sent successfully by node i, di,j refers to the sender-

receiver geographical distance for the jth packet sent by node

i and t is the simulation time.

In event-driven WSN applications, data is sent to a sink

(data collection point) whenever a node detects an event or

anomaly. The main aim is to maximize the rate of data packets

received by the sink. We deploy the sink at the center of the

deployment area, and designate nodes furthest away from the

sink as source nodes to demonstrate multi-hop capabilities,

while the remaining nodes are relay nodes. We assume that

the polling packet contains the location of the sender, so that

simple geographic routing can be used to deliver data packets

from the source nodes to the sink. Accordingly, a node will

forward its data packet in response to a polling packet from

any node that is nearer the sink than itself. The throughput,

S, of an event-driven EH-WSN is S =
∑ns

i=1 Hi/t, where Hi

is the number of data packets received from source node i, ns

is the number of source nodes and t is the simulation time.

Fairness is defined using Jain’s metric as F =
(
∑

n

i=1
Gi)

2

n(
∑

n

i=1
G2

i
)

where Gi is the throughput of the ith node or network capacity

given to each node and n is the number of nodes. If each

node has equal throughput/network capacity, F is 1. If only

one node gets all the bandwidth, then F → 0 as n→∞.

We compare EH-MAC with WSF [4], X-MAC [6] and

RI-MAC [7], which are representative of the different types

MAC protocols that can be used in EH-WSNs. There are

two possible schedules for the WSF protocol, either (7,3,1)

or (73,9,1) schedule. To determine the effectiveness of proba-

bilistic polling, we have also included EH-MAC without any

contention resolution scheme (EH-POLL). EH-POLL consists

of all the features of EH-MAC except that pc is set to 1.0 for

every polling packet sent, therefore every node that receives

the polling packet and has data packets to send will transmit a

data packet. Each data point is derived from the average of 10

simulation runs of duration 100s each using different seeds.



A. Network Capacity

We consider two different scenarios: In the first scenario,

we vary the number of nodes, n from 50 to 500 using an

energy harvesting rate, λ of 10 mW. In the second scenario,

we vary λ from 2mW to 20mW with 200 nodes. Fig. 3

illustrates the network capacity and fairness results for varying

node densities and energy harvesting rates. EH-MAC gives the

highest network capacity because it aims to balance energy

consumption with the amount of harvested energy. When the

energy harvesting rates increase, more data can be transmitted.

For the WSF protocol, the maximum duty cycle is 42.8% for

the (7,3,1) block design and 12.3% for the (73,9,1) block de-

sign. Even if more energy is harvested, the extra energy cannot

be utilized in WSF. Since X-MAC is designed for energy-

constrained battery-operated WSNs, it typically operates at

low duty cycles to achieve long lifetime and cannot make use

of additional energy when energy harvesting rates increase.
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Fig. 3. Network capacity for different MAC protocols

Another reason why EH-MAC outperforms WSF and X-

MAC is that it incorporates a contention resolution scheme

using probabilistic polling to reduce packet collisions. When

node density or energy harvesting rate increases (decreases),

the contention probability will decrease (increase) since there

are more (fewer) active neighbors. For WSF or X-MAC, there

is no mechanism to reduce packet collisions. At high node

densities or energy harvesting rates, EH-MAC outperforms

EH-POLL, demonstrating the effectiveness of probabilistic

polling in reducing packet collisions.

Although EH-MAC and RI-MAC are both receiver-initiated

protocols, EH-MAC outperforms RI-MAC by up to 31%

as EH-MAC can handle and recover from collisions faster

than RI-MAC. In EH-MAC, nodes can send data packets as

soon as they receive a polling packet without any delay but

a backoff window is required in RI-MAC. EH-MAC also

handles hidden terminal problems better than RI-MAC. In

RI-MAC, the backoff window will only prevent collisions

if neighboring nodes of the receiver can hear one another;

this requirement is not needed in EH-MAC. Furthermore, the

duration of every collision in EH-MAC is fixed at the duration

of one packet transmission while the duration of a collision in

RI-MAC may be much longer due to hidden terminals. EH-

MAC can adapt to changing energy harvesting rates better than

RI-MAC as the contention probability is adjusted after every

polling packet while in RI-MAC, the backoff window size can

only be changed after each backoff period of up to 255 slots.

EH-MAC(AIMD) outperforms EH-MAC(ENAN) at high

node densities or energy harvesting rates because EH-

MAC(AIMD) is more aggressive at reducing the contention

probability and more conservative when increasing the con-

tention probability. Since collisions take up more time and

energy, EH-MAC(AIMD) outperforms EH-MAC(ENAN) as

there are fewer collisions in EH-MAC(AIMD). The fairness

metric refers to the network capacity given to each node. For

all the data points, EH-MAC maintains high fairness (> 0.8)

since every neighboring active node has equal probability of

sending a data packet in response to a polling packet.

B. Event-driven WSN

The results are shown in Fig. 4 for different node densities

and energy harvesting rates using 10 source nodes. WSF(7,3,1)

gives higher throughput than EH-MAC at low node densities

or energy harvesting rates but EH-MAC outperforms other

MAC protocols at higher node densities or energy harvest-

ing rates. This is unlike the case in the network capacity

evaluation where EH-MAC outperforms all other protocols

due to differences in the traffic model. At low node densities

or energy harvesting rates, the WSF protocols work well

because they achieve energy savings from the synchronization

of time slots, thereby incurring less idle time. Furthermore, the

probability of a collision (i.e., concurrent transmissions in the

same time slot) is low. However, for higher node densities or

energy harvesting rates, the probabilistic polling mechanism

in EH-MAC reduces packet collisions and results in higher

throughput. For X-MAC, the throughput is low as it is unable

to adapt to different energy harvesting rates because it has

fixed duty cycles. Similarly, EH-MAC outperforms RI-MAC

for the same reasons as in the network capacity evaluation.

EH-MAC is able to give high fairness because probabilistic

polling ensures that all nodes have equal opportunities to

transmit or receive, therefore the sink can receive data from

all the source nodes.

The difference in throughput between EH-MAC and EH-

POLL is marginal because there are only 10 source nodes

(i.e., low traffic conditions). However, when we increase the

traffic by designating 10% of the total number of nodes as

sources, we observe, from Fig. 5, then EH-MAC gives higher

throughput than RI-MAC and EH-POLL (up to 27% and 37%

respectively), demonstrating that probabilistic polling is an

effective contention resolution scheme.
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Fig. 4. Performance evaluation for different MAC protocols with 10 source
nodes for event-driven WSNs using different node densities and energy
harvesting rates

50 100 150 200 250 300 350 400 450 500
0

2

4

6

8

10

12

14

16

18

20

22

Number of nodes, n

T
h

ro
u

g
h

p
u

t,
S

(p
ac

k
et

s/
se

co
n

d
)

EH-MAC(ENAN)

EH-MAC(AIMD)

EH-POLL

RI-MAC

X-MAC

WSF(7,3,1)

WSF(73,9,1)

Fig. 5. Throughput with varying number of source nodes (ns = n/10)

Next, we illustrate the performance results for a wider

range of energy harvesting rates. Fig. 6 shows the throughput

values for energy harvesting rates between 10 mW to 100

mW using 200 sensor nodes with varying number of source

nodes. At 100 mW, the sensor nodes can always be active

with very high probabilities since it exceeds the operating

power requirements. The results show that EH-MAC is able to

give high throughput even for higher energy harvesting rates

by adjusting the contention probability dynamically. For WSF

and X-MAC, the duty cycle is fixed, therefore any additional

harvested energy has minimal impact on throughput. EH-MAC

outperforms RI-MAC due to a better contention resolution

scheme using probabilistic polling.

V. CONCLUSION

Using Energy Harvesting Wireless Sensor Networks (EH-

WSNs) is very attractive as it can eliminate the problem

of replacing batteries. However, many networking protocols

for WSNs often trade throughput and latency for a decrease

in energy consumption to extend network lifetime. Since

nodes in EH-WSNs can replenish their energy, new network
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Fig. 6. Throughput of different MAC protocols for varying energy harvesting
rates from 10 mW to 100 mW using 200 sensor nodes

protocols that can match energy consumption with the energy

harvesting rate are needed. This paper describes EH-MAC,

a novel MAC protocol designed for multi-hop EH-WSNs.

EH-MAC comprises a probabilistic polling mechanism to

reduce packet collisions. The contention probability and the

sending frequency of polling packets are dynamically adjusted

according to changing energy harvesting rates, node densities

and traffic load to reduce overheads and interference. EH-

MAC also reduces the hidden terminal problem in multi-hop

scenarios. Extensive simulation results show that EH-MAC can

achieve high throughput and fairness compared to other MAC

protocols for EH-WSNs.
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