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Abstract

In this paper, we consider the problem of determining a cyclic (or loop) scheduler that allocates slots to flows as periodically
as possible. We use the second moment of the inter-allocation distance foreach flow as its periodicity metric. We establish the
optimality of a Weighted-Round Robin with spreading (WRR-sp2) scheduler for a two-flow scenario.

We consider a class-based scheduling scenario where flows are grouped according to their relative bandwidth demands. We
propose aC-class scheduler that recursively performs inter-class scheduling using the correspondingC-1 class scheduler, prior to
intra-class scheduling. Optimality is achieved forC = 2 with theWRR-sp2 as the inter-class scheduler.

Through numerical results, we show that the recursive scheduler achieves the best periodicity performance at the expense of
intra-class fairness, which is desirable for class-based scheduling. Thereby, we expose a trade-off between periodicity and fairness
performance in the design of loop schedulers.

I. I NTRODUCTION

Consider a system that comprises an indivisible resource (time-slot) andn clients (or flows) share it by means of time
multiplexing: in any given time, a different flow may use the resource. Many applications require that flows are served at some
prescribed rate, and this rate should be as smooth as possible even in small time windows. The allocation of time slots to flows
is governed by a scheduling algorithm. In other words, givena set of requested shares,{x(i)}n

i=1, the goal of the scheduling
algorithm is to produce an assignment of time slots (or a schedule) to flows, while trying to optimize two different measures:

(a) Fairness: a schedule is said to have good fairness if the fraction of time slots allocated to each flow is close to its
requested share;

(b) Smoothness: a schedule is said to have good smoothness if the time slots allocated to each flow are as evenly spaced
as possible.

The best possible schedule is one where the allocated sharesare exactly the requested shares (perfect fairness) and where
each flow is scheduled exactly everyp time slots (perfectly-periodic schedule). Although schedules that offer fairness while
neglecting smoothness are available [1], it is NP-completeto decide whether a set of requests admits a perfectly-periodic
schedule [2].

A. Perfectly Periodic Scheduling

Two approaches to the scheduling problem are considered in the literature. The first approach insists on maintaining strict
smoothness while relaxing the fairness requirement. In [3](and references therein), each flowi requests that it be scheduled
exactly everyτ (i) time slots, and the goal is to determine a scheduler that optimizes the fairness measure under the perfect
periodicity constraint. Strict smoothness requirements imply that the periods allocated to some flows will not match their
requests. A suitable metric to measure the deviation from perfect fairness for each flow is the fairness ratio, given by the ratio
of its requested period and its granted period. There exist schedulers [4] that guarantee that the average fairness ratio (where
the weight of each flow is its requested bandwidth) is close tooptimal. The maximum measure is studied in [5], where the
quality of the schedule is the worst-case fairness ratio over all flows.

B. Non-Periodic Scheduling

An alternative approach is to allow different gaps between consecutive allocations to a flow, while insisting on perfect
fairness. This approach was considered in [6] (and references therein), where the authors considered anonline variant of the
resource sharing problem. Given that the arrival process ofpackets to each flow is independent and identically distributed
(i.i.d), the goal is to determine a scheduler that optimizessome performance criteria under the perfect fairness constraint.

In [7], the author deduced that for throughput optimality for n=2 and unit buffer size per queue, the schedule must be
open-loop(or de-centralized) andconflict-free. This work was extended in [8] to the case ofn>2. It was also verified that
an optimal schedule always exists and is stationary andcyclic (or loop), i.e., there exists anN such that for allt, the flow
allocated to slotτ is also allocated to slotτ+N.
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This reduces the problem to anoffline one, where the objective is to determine a loop schedule of size N in terms of
{x(i)}n

i=1, where{x(i)}n
i=1 is computed in terms of the arrival statistics. The authors proposed a Golden Ratio Scheduler

that achieves a nearly optimal throughput under online conditions. In [6], the authors considered the case where the buffer
size per queue is unlimited. It is shown that the mean queue size (or equivalently the mean packet delay) is minimized with
a perfectly-periodic schedule, which is not always feasible. Although the golden ratio scheduler is not perfectly periodic, it
performs extremely well compared to lower bounds for expected packet delay.

C. Contribution of This Paper

Although other loop schedulers that ensure perfect approximation have been proposed in the literature, we are not awareof
any work that analyzed and evaluated the extent of non-periodicity in these schedulers. In this paper, we propose a periodicity
metric and compute the bounds for the metric over the class ofloop schedulers. By analyzing the periodicity properties of
various loop schedulers, we propose a recursive class-based scheduler that performs inter-class scheduling followedby intra-
class scheduling for a class-based scheduling scenario. Wedemonstrate the gain in periodicity performance achieved by the
recursive scheduler over known loop schedulers.

The paper is organized as follows: We define our scheduling problem and define a metric to evaluate the periodicity
characteristics of each scheduler in Section II. Then, we describe the mechanism and periodicity properties of severalloop
schedulers in Section III. We consider the requirements foroptimal per-flow periodicity in loop schedulers and establish the
lower bound for the periodicity metric in Section IV. In Section V, we define a class-based scheduling scenario and establish
an optimal scheduler for two-class scheduling. Based on this scheduler, we propose a recursive class-based scheduler to handle
multiple classes. In Section VI, we compare the performanceof various loop schedulers in terms of numerical results. Finally,
some concluding remarks are given in Section VII.

II. PROBLEM FORMULATION

Consider a slot allocation problem amongstn flows, where each flowi demands a share ofx(i), where
∑n

i=1 x(i) = 1. Let us
use the notationy to denote the set{y(i)}n

i=1. We defineπ(N,x) as the class ofn-flow loop schedulers that satisfy the perfect
fairness constraint over any interval ofN slots, whereN is the cycle length. This implies that (for any finiten), the elements
of x are rational. We can then defineN andN (i), 1≤ i ≤ n, as follows:

N = LCD(x)

N (i) = x(i)N

whereN (i) is the number of slots allocated to flowi over any interval ofN slots.
Let d

(i)
π (j) denote the duration between the(j − 1)th andjth allocation to flowi under a schedulerπ ∈ π(N,x). Sinceπ is

a loop scheduler, the following properties must be satisfiedfor 1≤ i ≤ n:

d(i)
π (N (i) + j) = d(i)

π (j)

k+N(i)−1∑

j=k

d(i)
π (j) = N (1)

Hence, each schedulerπ can be uniquely characterized by the sequence,{d
(i)
π (j)}N(i)

j=1 (which we denote byd(i)
π ). A suitable

metric to evaluate the periodicity of allocation with respect to flow i is the variance ofd(i)
π , V ar[d(i)

π ] = E[d(i)
π ]2 - (E[d(i)

π ])2,
where

E[d(i)
π ]m =

∑N(i)

j=1 [d
(i)
π (j)]m

N (i)

However, from Eq. (1), we have the following:

E[d(i)
π ] =

∑N(i)

j=1 d
(i)
π (j)

N (i)

=
N

N (i)
independent ofπ

Hence, the periodicity measure for any schedulerπ with respect to flowi can be evaluated in terms ofE[d(i)
π ]2 instead of

V ar[d(i)
π ]: a smaller value ofE[d(i)

π ]2 implies a more periodic slot allocation to flowi and vice versa. We note that since the
order of the elements ind(i)

π is unimportant for the evaluation ofE[d(i)
π ]2, we can considerd(i)

π as a set ofN (i) elements
instead of an ordered sequence.

If we define the allocation vectorf
π

of length N such that thetth element,f
π
(t), denotes the flow that slott (where

1≤ t ≤ N ) is allocated to under schedulerπ, then our scheduling problem can be formulated as follows:
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n-flow Scheduling Problem

Determine the allocation vectorf
π∗ such that for 1≤ i ≤ n

E[d
(i)
π∗ ]2 = min

π∈π(N,x)

E[d(i)
π ]2

If F = {f
π

: π ∈ πN,x}, then

|F| =
N !

∏n

j=1 N (j)!

We note that a very large number off ∈ F are equivalent since they are identical under rotation. However, even after eliminating
these, the resultant space is still non-tractable for largeN.

A dynamic programming approach to derive an optimal scheduler requires the definition of an additive objective function,
i.e., one which is computed incrementally. However, the periodicity metric is a cumulative quantity, which renders theapproach
unsuitable. Therefore, our approach is to consider variousknown loop schedulers and evaluate their periodicity performance
against a lower bound, which we shall derive.

III. D ESCRIPTION OFn-FLOW LOOPSCHEDULERS

In this section, we will describe the mechanism as well as theperiodicity characteristics of several loop schedulers. Without
loss of generality, we will assume thatN (i) ≤ N (j) for i<j and N (i) ≥ 2. The case ofN (i)=1 is trivial sinced(i)

π = N for
π ∈ π(N,x), i.e., perfect periodicity is always achieved for flowi. We denote byns

(i,j)
π (m) the cumulative number of slots

allocated to flowj up to themth allocation to flowi by schedulerπ.

A. n-flow Deficit Round Robin Scheduler (DRRn)

Fair queueing schedulers like Weighted-Fair Queueing (WFQ)achieve nearly perfect fairness, but they are usually expensive
to implement.DRRn [9] is an online scheduler that is an approximation to fair queueing which is simple to implement and
yet achieves good fairness and can also be implemented as a loop scheduler. Within the scope of our scheduling problem, the
DRRn scheduler reduces to the Weighted Round Robin (WRR) policy, which simply allocates a block ofN (1) slots to flow
1 followed by a block ofN (2) slots to flow 2 and so on. Hence, each flowi is allocated slots in blocks of sizeN (i), with an
interval of N-N (i) slots between successive blocks. Therefore, we have the following:

d
(i)
DRRn

= {1, · · · , 1, N − N (i) + 1}

E[d
(i)
DRRn

]2 =
N (i) + (N − N (i))2 + 2(N − N (i))

N (i)
(2)

The DRRn scheduler possesses the following property:
Lemma 1:The DRRn scheduler exhibits theworst periodicity amongst the class of loop schedulers,π(N,x), i.e., for 1≤

i ≤ n,

E[d
(i)
DRRn

]2 = max
π∈π(N,x)

E[d(i)
π ]2

Proof: Let us consider an arbitrary schedulerπ ∈ π(N,x) with d(i)
π given as follows:

d(i)
π = {1 + z1, 1 + z2, · · · , 1 + zN(i)−1, N − N (i) + 1 −

N(i)−1∑

j=1

zj}

wherezj ∈ Z+, 1≤ j ≤ N (i)-1. We note that forzj=0, 1≤ j ≤ N (i)-1, π = DRRn.
Using Eq. (2),E[d(i)

π ]2 can be expressed in terms ofE[d
(i)
DRRn

]2 as follows:

E[d(i)
π ]2 = E[d

(i)
DRRn

]2 +

N(i)−1∑

j=1

z2
j + [

N(i)−1∑

j=1

zj ]
2 − 2(N − N (i))

N(i)−1∑

j=1

zj

N (i)
(3)

Sinced(i)
π correspond to inter-allocation intervals, we have the following constraint:

N − N (i) + 1 −

N(i)−1∑

j=1

zj ≥ 1
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In addition, according to the triangular inequality, we have:

N(i)−1∑

j=1

z2
j ≤ [

N(i)−1∑

j=1

zj ]
2

Substituting into Eq. (3), we have the following:

E[d(i)
π ]2 ≤ E[d

(i)
DRRn

]2 +

∑N(i)−1
j=1 z2

j + [
∑N(i)−1

j=1 zj ]
2 − 2[

∑N(i)−1
j=1 zj ]

2

N (i)

= E[d
(i)
DRRn

]2 +

∑N(i)−1
j=1 z2

j − [
∑N(i)−1

j=1 zj ]
2

N (i)

≤ E[d
(i)
DRRn

]2

B. n-flow Weighted Round Robin with WFQ-like spreading Scheduler (WRR-spn)

The WRR-spn scheduler [10] is a variant of the standard WRR scheduler, in which the service order amongst the flows is
identical to WFQ. The algorithm for theWRR-spn scheduler is described as follows:

n-flow WRR with WFQ-like spreading Scheduler (WRR − spn)

Let the arrayAN contain the sequence< j

N(i) , i >: j ∈ {1, · · · , N (i)}, 1≤ i ≤ n

sorted in lexicographic order.
The vectorf

WRR−spn
is constructed as follows:

f
WRR−spn

(t) = i if AN (t) =< j

N(i) , i >

The WRR-spn scheduler possesses the following property for 1≤ i ≤ n-1:
Lemma 2:The mth allocation of flow i always occurs between thedmN(j)

N(i) e th and dmN(j)

N(i) e - 1 th allocation of flow j,
where j>i, 1≤ m≤ N (i), i.e.,

ns
(i,j)
WRR−spn

(m) = d
mN (j)

N (i)
e − 1

Proof: According to the algorithm, themth allocation to flowi is characterized by the parameterm
N(i) . If k denotes the

cumulative number of slots allocated to flowj up to themth allocation of flowi and i < j, thenk must satisfy the following
conditions:

k

N (j)
<

m

N (i)
and

k + 1

N (j)
≥

m

N (i)

Hence, we obtainns
(i,j)
WRR−spn

(m) = k = dmN(j)

N(i) e -1

C. n-flow Credit Round Robin Scheduler (CRRn)

The motivation to design theCRRn scheduler [11] was to reduce the latency of theDRRn scheduler. As with theDRRn

scheduler, theCRRn scheduler can be implemented as a loop scheduler, and the pseudo-code is given as follows:

n-flow Credit Round Robin Scheduler (CRRn)

Initialize CSi = N(i)

N(n) , 1≤ i ≤ n

Set t=1, SP=n, count=0
while t ≤ N

if count< n
if CSSP < 1 SP= SP - 1, count = count + 1
elsef

CRRn
(t) = SP, CSSP = CSSP - 1

SP= SP - 1, t = t + 1, count = 0

elseCSi = CSi + N(i)

N(n) ∀ i, count = 0

The CRRn scheduler possesses the following property for 1≤ i ≤ n-1:
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Fig. 1. Illustration of allocation to flown relative to allocation to flowi with CRRn scheduler

Lemma 3:The mth allocation of flow i always occurs between thedmN(n)

N(i) e th and dmN(n)

N(i) e - 1 th allocation of flown,
1≤ m≤ N (i), i.e.,

ns
(i,n)
CRRn

(m) = d
mN (n)

N (i)
e − 1

Proof: With the CRRn scheduler, the first slot is always allocated to flown. We can consider subsequent allocations in
blocks, where each block terminates with the next flown allocation, as illustrated in Fig. 1, whereai

k-1 is the number of flow
n allocations before thekth allocation to flowi.

According to the transmission heuristics,ai
k has to satisfy the following conditions:

ai
kN (i)

N (n)
≥ k and

(ai
k − 1)N (i)

N (n)
< k

Hence, we obtainns
(i,n)
CRRn

(k) = ai
k-1 = dkN(n)

N(i) e -1

D. n-flow Golden Ratio (GRn) Scheduler

The Golden Ratio Scheduler was proposed in [8] and is described as follows:

n-flow Golden Ratio Scheduler (GRn)

Let φ−1 = 0.6180339887 and letaj = frac(jφ−1) wherefrac(y) = y − byc
Let the arrayAN contain the sequenceaj , 0≤ j ≤ N -1, sorted in increasing order.
The vectorf

GRn
is constructed as follows:

f
GRn

(t) = i if
∑i−1

m=1 N (m) ≤ AN (t) ≤
∑i

m=1 N (m), 1≤ i ≤ n

It was established in [6] that ifN is a Fibonacci number, thend(i) comprises at most three values for eachi; otherwise,
more values are generated.

E. n-flow Short-term Fair Scheduler (STFn)

We can characterize thefairnessperformance of any loop scheduler in terms of thecumulative service deficit, sd(i)(t),
which measures the discrepancy between the requested and allocated fractional bandwidth for flowi up to slott, 1≤ t ≤ N .
If a(i)(t) denote the cumulative number of slots allocated to flowi up to and including slott, then we have the following:

sd(i)(t) = x(i) −
a(i)(t)

t

=
N (i)

N
−

a(i)(t)

t

A positive(negative) value ofsd(i)(t) implies that flowi has receivedless(more) than its fair share of bandwidth up to slot
t. Hence, we consider a scheduler that allocates each slot to the flow with maximum instantaneous service deficit so as to
achieve maximal fairness (Short-term Fair orSTFn scheduler). Whenever there is a tie, priority for allocationis given to the
flow with the highest index. The pseudo-code for theSTFn scheduler is given as follows:

n-flow Short-term Fair Scheduler (STFn)

Initialize a(i)(0) = 0, 1≤ i ≤ n

for t=1:N
a(i)(t) = a(i)(t − 1), 1≤ i ≤ n

sd(i)(t) = N(i)

N
- a(i)(t)

t
, 1≤ i ≤ n

f
STFn

(t) = arg max
1≤i≤n

sd(i)(t)

a
(f

ST Fn
(t))

(t) = a
(f

ST Fn
(t))

(t)+1
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j-1 j

N(i) slots must be allocated to flow  i within these  N slots (loop)

jth allocation to flow  i

N(i)-2 slots must be allocated to flow  i

within these  N-q-1 slots

j+N(i)-2

q slots

j+N(i)-1

j

j-2

Fig. 2. Evaluation of Prob(d(i)
RNDn

(j) = q)

This scheduler was first suggested in [8], where the authors conjectured, based on numerical calculations, that it is a promising
scheduler. However, no analysis of the scheduler was provided in terms of periodicity properties.

F. n-flow Random (RNDn) Scheduler

The loop schedulers considered so far aredeterministicsince the allocation vectorf
π
∈ F is fixed. In this section, we define

a randomscheduler,RNDn, whose allocation vector,f
RNDn

is uniformly selected fromF. We note thatRNDn ∈ π(N,x)

because the selectedf
RNDn

is used for allocation in each loop.
Let us refer to an allocation sequence based on theRNDn scheduler, and consider a particular loop that begins with the

(j − 1)th allocation to flowi, as illustrated in Fig. 2. SinceN (i) slots must be allocated to flowi in any loop, the total number

of ways the{mth}j+N(i)−2
m=j allocation to flowi can occur withinN-1 slots is

(
N−1

N(i)−1

)
. However, the corresponding expression

that ensures thatd(i)
RNDn

(j) = q is given by
(
N−q−1
N(i)−2

)
. Hence, for 1≤ q ≤ N − N (i)+1,

Prob(d(i)
RNDn

(j) = q) =

(
N−q−1
N(i)−2

)

(
N−1

N(i)−1

) (4)

The periodicity metric for each flowi is evaluated as follows:

E[d
(i)
RNDn

]2 =
N(2N − N (i) + 1)

N (i)(N (i) + 1)
(5)

By comparing Eq. (5) with Eq. (2), we can show thatE[d
(i)
RNDn

]2 ≤ E[d
(i)
DRRn

]2 for 1≤ i ≤ n.

IV. CONDITIONS FOROPTIMAL PER-FLOW PERIODICITY FOR n-FLOW LOOPSCHEDULERS

In this section, we determine the conditions for optimal allocation periodicity for flowi. This can be expressed as a
requirement ond(i)

π in the following lemma:
Lemma 4:The following condition is satisfied:

E[d(i)
∗ ]2 = min

π∈π(N,x)

E[d(i)]2

if

d(i)
∗ = {

N(i)b N

N(i)
c+N(i)−N

︷ ︸︸ ︷

b
N

N (i)
c, · · · , b

N

N (i)
c, d

N

N (i)
e, · · · , d

N

N (i)
e

︸ ︷︷ ︸

N−N(i)b N

N(i)
c

} (6)

Proof: We consider the following cases:
1) N ≡ 0 (modN (i)): Perfect allocation periodicity is achieved for flowi when the inter-allocation interval is constant, i.e.,

d
(i)
∗ (j) = d

(i)
∗ (k). This is achieved if and only ifd(i)

∗ (j) = N
N(i) for 1≤ j ≤ N (i).

2) N ≡ j (mod N (i)), 1≤ j ≤ N (i)-1: In this case, a constant inter-allocation interval for flowi cannot be achieved. The
best one can achieve is the following for 1≤ j ≤ N (i):

d
(i)
∗ (j) ∈ {Q,Q + 1}, where1 ≤ Q ≤ N − N (i).

For 1≤ m ≤ N (i)-1, let us assume the following:

d(i)
∗ = {

m
︷ ︸︸ ︷

Q, · · · , Q,Q + 1, · · · , Q + 1
︸ ︷︷ ︸

N(i)−m

}
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Then, since
∑N(i)

j=1 d(i)(j) = N, we have the following:

m · Q + (N (i) − m) · (Q + 1) = N

from which we have

m = N (i) · Q + N (i) − N

However, since 1≤ m ≤ N (i)-1, we have the following constraints onQ:

N

N (i)
− 1 +

1

N (i)
≤ Q ≤

N

N (i)
−

1

N (i)
(7)

Sinceb N
N(i) c -1 < N

N(i) − 1 + 1
N(i) andd N

N(i) e > N
N(i) −

1
N(i) , the only integerQ that can satisfy Eq. (7) isQ = b N

N(i) c.
The corresponding value forE[d(i)

∗ ]2 can be used as alower bound for allπ ∈ π(N,x) and is given as follows:

E[d
(i)
∗ ]2 =

N(2x + 1) − N (i)x(x + 1)

N (i)

V. A RECURSIVECLASS-BASED SCHEDULER

In this section, we consider aC-class scheduling scenario [12] that can be specified in terms of the vectorsNC = [N1 N2

· · · NC ] and nC = [n1 n2 · · · nC ], where each classc comprisesnc flows, each with demandNc. Without loss of generality,
we assume thatNa < Nb for a < b. In addition, if Gpc denotes the indices of flows that belong to classc, then we have the
following:

Gpc = [
c−1∑

j=1

nj + 1,
c−1∑

j=1

nj + 2, · · · ,

c∑

j=1

nj ]

We propose a recursive class-based scheduler based on theWRR − spn scheduler that exhibits good periodicity.

A. Intra-class Fairness in Class-based Scheduling

In addition to optimizing the periodicity of individual flows, a desirable characteristic in class-based scheduling isthe notion
of intra-class fairness, i.e., all flows from the same group should possess the same periodicity characteristics. Hence, a scheduler
π ensures intra-class fairness ifE[d(i)

π ]2 = E[d(j)
π ]2 for any i,j ∈ Gpc.

A simple example of a scheduler that ensures intra-class fairness is theDRRn scheduler. This can be observed from Eq.
(2), where, for any flowi ∈ Gpc:

d
(i)
DRRn

= {1, · · · , 1, N − Nc + 1} (8)

On the other hand, theRNDn scheduler does not ensure intra-class fairness. As an example, we consider 2-class scheduling,
whereN2=[2 3] andn2=[2 2]. If f

RNDn
=[3,1,2,1,3,2,4,4,3,4], then by evaluatingd

(i)
RNDn

, we observe that although flows 1
and 2∈ Gp1, they have different periodicity characteristics.

B. Periodicity properties ofWRR − spn for C-class Scheduling

Lemma 2 can be written for class-based scheduling as follows:
Lemma 5:For theWRR-spn scheduler, flows within each group are allocated in blocks, where the order within groupGpc

is
∑c−1

m=1 nm + 1,
∑c−1

m=1 nm+2, · · · ,
∑c

m=1 nm for 1≤ c ≤ C. In addition, themth block of Gpa will reside between the
dmNb

Na
eth anddmNb

Na
e − 1th block of Gpb, whereb>a and 1≤ m ≤ Na.

We note from Lemma 5 that flows within each group are always transmitted in blocks, where each flow from that group is
allocated exactly once and the order within each block is constant. Hence, the periodicity characteristics for flows belonging
to the same group are identical, i.e., intra-class fairnessis maintained.

1) Special Case: C=2:Using Lemma 5,d(i)
WRR−spn

can be evaluated as follows:

d
(i)
WRR−spn

=







{

N1d
N2
N1

e−N2

︷ ︸︸ ︷

n1 + n2b
N2

N1
c, · · · , n1 + n2b

N2

N1
c, n1 + n2d

N2

N1
e · · ·n1 + n2d

N2

N1
e

︸ ︷︷ ︸

N2−(d
N2
N1

e−1)N1

}, i ∈ Gp1;

{

N2n−N

n1
︷ ︸︸ ︷
n2, · · · , n2, n, · · · , n

︸ ︷︷ ︸
N−n2N2

n1

}, i ∈ Gp2.

(9)
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For two-class scheduling, Eq. (6) can be written as follows:

d(i)
∗ =







{

N1(n1+b
n2N2

N1
c)+N1−N

︷ ︸︸ ︷

n1 + b
n2N2

N1
c, · · · , n1 + b

n2N2

N1
c, n1 + d

n2N2

N1
e, · · · , n1 + d

n2N2

N1
e

︸ ︷︷ ︸

N−N1(n1+b
n2N2

N1
c)

}, i ∈ Gp1;

{

N2(n2+b
n1N1

N2
c)+N2−N

︷ ︸︸ ︷

n2 + b
n1N1

N2
c, · · · , n2 + b

n1N1

N2
c, n2 + d

n1N1

N2
e, · · · , n2 + d

n1N1

N2
e

︸ ︷︷ ︸

N−N2(n2+b
n1N1

N2
c)

}, i ∈ Gp2.

(10)

Comparing Eq. (9) with Eq. (10), we note thatd
(i)
WRR−spn

6= d(i)
∗ for 1≤ i ≤ n and hence, theWRR-spn scheduler is not

optimal in terms of per-flow periodicity. However, we note that whenn1=1 (n1=n-1), theWRR-spn scheduler offers optimal
periodicity for flows inGp2 (Gp1). However, if N1=1, then optimal (worst-case) periodicity is achieved for flows in Gp1

(Gp2).
The corresponding periodicity properties for theSTFn and RNDn schedulers for two-class scheduling can be found in

Appendix I and II respectively.
2) Enhancement to WRR-spn Scheduler:From Section V-B.1, we observe that theWRR-spn scheduler results in worst-

case periodicity forGp2 flows whenn1=n-1 andN1=1. This is due to the default lexicographic ordering in the scheduling
mechanism, which can be circumvented by introducing a parameter,p, 1≤ p ≤ n, to theWRR-spn scheduler (denotedWRR-
spn(p)). With the WRR-spn(p) scheduler, the ordering priority in the event of a tie in the elements{ j

N(i) }
N(i)

j=1 for 1≤ i ≤ n

is given by [p,p+1,p+2,· · · ,n,1,2,· · · ,p-1]. We note that the scheduler reduces to the originalWRR-spn scheduler whenp = 1.

C. A Recursive Approach to Class-based Scheduling

Instead of ’blindly’ applying any loop scheduler to a class-based scenario, we can define aClass-basedscheduler that first
allocates slots to each class (inter-classscheduling) and then distributes the allocated slots within each class to each flow
(intra-classscheduling). We propose a recursive approach for class-based scheduling. LetRECa(I) be a recursive|I|-class
recursive scheduler with inputsa ∈ I, whereI ⊂ C = {1,2, · · · ,C}. The mechanism ofRECa(I) comprises two stages: The
first stage involves obtaining the allocation vectors for flows∈ {Gpj}∀j∈I\a andGpa respectively. The second stage combines
these allocation vectors to obtainf

RECa(I)
.

The allocation vector for flows∈ {Gpj}∀j∈I\a is obtained by evaluatingf
RECb(I\a)

for someb ∈ I\a. Since the flows∈
Gpa are homogeneous, a simple round robin allocation is optimalin terms of periodicity, and the allocation vector is given as
follows:

f
RRna·Na

= [1, 2, · · · , na, 1, 2, · · · , na, · · · , · · · , 1, 2, · · · , na]

We note that the elements off
RECb(I\a)

andf
RRna·Na

have to be updated accordingly to ensure that the correct flowindices
are assigned to flows in each group. Our approach in the secondstage is to insert the elements off

RRna·Na

into f
RECb(I\a)

such that successive elements off
RRna·Na

are as uniformly separated as possible inf
RECa(I)

. This is illustrated in Fig. 3,

whereMa = d
|f

RECb(I\a)
|

|f
RRna·Na

| e.

For eachI, there are|I| instances of recursive schedulers,RECa(I), corresponding to eacha ∈ I. Hence, for optimality,
we have to evaluate the allocation vector for each instance,and compute the corresponding periodicity performance. According
to our algorithm, eachRECa(I) in turn comprises|I|-1 instances of recursive schedulers,RECb(I\a), corresponding to each
b ∈ I\a. This continues until we are reduced to a two-class scheduling scenario.

D. Optimal Two-Class Scheduling based on the WRR-spn Scheduler

From Section V-B.1, we observe that for the special case ofn=2, sincen1=1 =n-1, theWRR-sp2 scheduler offers optimal
periodicity for all flows. Hence, if we define a two-class scheduler,OPT2, that employs theWRR − sp2 as an inter-class
scheduler, then it can be shown thatd

(i)
OPT2

= d(i)
∗ as given in Eq. (10) for 1≤ i ≤ n. Hence, theOPT2 scheduler is optimal

for two-class scheduling, and the pseudo-code is given below, assumingn1N1 ≤ n2N2 (the corresponding scheduler for
n1N1 > n2N2 can be obtained by inter-changing the indices 1 and 2):
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1 2 n
a

j j+2
……... …..

...

RECb(I \ a)
f

RECa(I)
f

M
a

M
a

M
a

\

M
a
-1 M

a
-1 M

a
-1

j Slot allocated to flow  j of Gp
a

Slots allocated to  flows in groups

defined by  I\ a

f
RR

n
a
N

a

1 2
...

1 2 n
a...

1 2

j+1j j+2
...

j+1 n
a

Fig. 3. Illustration of the mechanism of aRECa(I) scheduler

Optimal Two-Class Scheduler (OPT2)

SetN = [n1 · N1 n2 · N2], n = n1 + n2

DefineGp
1

= [

1
︷ ︸︸ ︷

1, 2, · · · , n1,

2
︷ ︸︸ ︷

1, 2, · · · , n1, · · · , · · · ,

n1·N1
︷ ︸︸ ︷

1, 2, · · · , n1]

DefineGp
2

= [n1 + 1, n1 + 2, · · · , n
︸ ︷︷ ︸

1

, n1 + 1, n1 + 2, · · · , n
︸ ︷︷ ︸

2

· · · , · · · , n1 + 1, n1 + 2, · · · , n
︸ ︷︷ ︸

n2·N2

]

Computef
WRR−sp2

= WRR-sp2(N )

for c = 1:2
index = find(f

WRR−sp2
==c)

f
OPT2

(index) = Gp
c

Based onOPT2, we can use our recursive approach to find an optimal allocation for class-based scheduling. Our approach
is tractable since the number of classes,C, is small.

VI. N UMERICAL RESULTS

In this section, we shall compare the performance of variousloop schedulers for multi-class scheduling in terms of a metric
that reflects the periodicity over the ensemble of all flows. The metric that we consider (denoted bywcovπ) is the weighted
covariance of{d(i)

π }n
i=1 achieved by the schedulerπ, which is defined as follows:

wcovπ =

n∑

i=1

x(i) ·
E[d(i)

π ]2 − (E[d(i)
π ])2

(E[d(i)
π ])2

With perfect periodicity,wcovπ=0 sincedπ = E[d(i)
π ]. Hence, a value close to zero indicates that a scheduler exhibits good

periodicity properties.
We define the optimalWRR − spn scheduler (denotedWRR − sp∗n), whereWRR − sp∗n = WRR-spn(p∗) such thatp∗

= arg min
1≤p≤n

wcovWRR−spn(p). Similarly, we define the optimal recursive class-based scheduler (denotedREC∗(C)), where

REC∗(C) = RECa∗

(C) such thata∗ = arg min
∀a∈C

wcovRECa(C).

Let us consider the following broadband applications with the corresponding typical bandwidth requirements in kbps
[13]: Streaming Video (Internet Quality) (128), Residential Voice (300), Video Telephony (400), Interactive Games (500)
and Streaming video (Video-on-Demand Quality) (3700). We define variousC-class scheduling scenarios (where each class
comprises flows from a particular application) and comparewcovπ obtained for each scenario for each scheduler. For example,
if we consider Residual Voice, Video Telephony and Interactive Games, then we haveNc=(300,400,500)≡ (3,4,5).

Assuming uniform flow composition, i.e.,nc = nC for 1 ≤ c ≤ C, the results for various scenarios forC = 3 are shown in
Fig. 4 and Fig. 5. The corresponding results forC=4 and 5 are shown in Fig. 8 and Fig. 7. Although not depicted inthe figures,
we note that theRNDn scheduler performs significantly worse than the deterministic schedulers. In addition, the weighted
covariance for each scheduler is relatively invariant withnC for nC >1 for a givenNC . Hence, we consider the following
cases:

A. nC >1

Amongst theWRR-spn, WRR-sp∗n and CRRn schedulers, theCRRn performs theworst. In addition, an enhancement of
the WRR-spn always exists and the gain in terms of the weighted covariance is significant. Amongst theREC∗(C), STFn
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Fig. 4. Comparison ofwcovπ for variousC-class loop schedulers forN
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Fig. 5. Comparison ofwcovπ for variousC-class loop schedulers forN
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Fig. 6. Comparison ofwcovπ for variousC-class loop schedulers forN
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Fig. 7. Comparison ofwcovπ for variousC-class loop schedulers forN
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Fig. 8. Comparison ofwcovπ for variousC-class loop schedulers fornC=1 and (a)C=3 and (b)C=4 and 5

andGRn schedulers, the relative performances is always accordingto the above order, with theREC∗(C) scheduler achieving
the bestperformance amongst all the schedulers. In fact, the weighted covariance achieved by theSTFn andREC∗(C) are
nearly optimal for scenarios whereNC >> Nc, 1≤ c ≤ C-1.

While the WRR-spn, CRRn and WRR-sp∗n schedulers ensure intra-class fairness for any schedulingscenario, it is not
enforced by theSTFn andREC∗(C) schedulers for certain scenarios, and is never enforced by the GRn scheduler for any
scenario. Hence, there is a trade-off between achieving good periodicity performance and ensuring intra-class fairness. If the
latter needs to be guaranteed for any class-scheduling scenario, then theWRR-sp∗n scheduler should be used; otherwise, the
REC∗(C) scheduler should be used.

B. nC=1

For an easier comparison of the periodicity performance of the schedulers, we plot the results fornC=1 in Fig. 8. TheSTFn

andWRR-sp∗n schedulers offer the best overall periodicity performance, while theGRn andCRRn schedulers offer the worst
performance. We note that intra-class fairness is irrelevant in this case.

VII. C ONCLUSIONS

In this paper, we consider the problem of finding a weighted time-division multiplexed loop scheduler forn flows that
minimizes the average packet delay. The optimization criteria translates to finding a loop scheduler that allocates slots to flows
as periodically as possible. We use the second moment of the inter-allocation distance for a flowi as the periodicity metric of
the scheduler with respect to that flow. We derive the conditions for optimal per-flow periodicity for anyn-flow loop scheduler.

We consider a class-based scheduling scenario where flows can be grouped according to their relative bandwidth demands.
We analyze the periodicity properties of a weighted round robin with spreading (WRR-spn) scheduler for a two-class scenario.
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Based on these properties, we establish an optimal scheduler that employs theWRR-spn scheduler as an inter-class scheduler,
and also suggest an enhancement to theWRR-spn scheduler. We then propose a recursive class-based scheduler based on the
two-class optimal scheduler.

We define a metric that reflects the periodicity performance over the ensemble of all flows. We then compare the performance
of the above schedulers in terms of numerical results. Although the recursive scheduler achieves the best periodicity performance,
it fails to guarantee intra-class fairness, which is desirable for class-based scheduling. On the other hand, the enhancedWRR-
spn scheduler gives the best periodicity performance amongst those schedulers that maintain intra-class fairness. Hence, there
is a trade-off between periodicity and fairness performance in the design of loop schedulers.

APPENDIX I
PERIODICITY PROPERTIES OFSTFn SCHEDULER FORTWO-CLASS SCHEDULING

The periodicity properties of theSTFn scheduler for two-class scheduling can be specified by the following Lemma:
Lemma 6:Flows in Gp2 are always allocated in blocks, where the order within each block is n,n-1,n-2,· · · ,n-n1; Flows in

Gp1 are always allocated in the ordern1,n1-1,· · · ,1 and the maximum number ofGp1 flows allocated between two successive
Gp2 blocks isn1.

A. Periodicity Properties forGp1 flows

We can deduce from Lemma 6 that for 1≤ j ≤ N1, d(i)(j) = n1 + (n-n1)xj , wherexj ≥ 1. Since
∑N1

j=1 d(i)(j)=N, we
have the following additional constraint onxj :

N1∑

j=1

xj = N2

Based on numerical results, we can infer that for 1≤ j ≤ N1,

xj = d
jN2

N1
e − d

(j − 1)N2

N1
e

Hence,d(i)
STFn

can be written as follows:

d
(i)
STFn

= {

N1d
N2
N1

e−N2

︷ ︸︸ ︷

n1 + n2b
N2

N1
c, · · · , n1 + n2b

N2

N1
c, n1 + n2d

N2

N1
e · · ·n1 + n2d

N2

N1
e

︸ ︷︷ ︸

N2−(d
N2
N1

e−1)N1

}

E[d
(i)
STFn

]2 can be evaluated as follows:

E[d
(i)
STFn

]2 = n
2
1N1 + (2d

N2

N1
e − 1)(n − n1)

2
N2 + 2n1N2 − N1(n − n1)

2d
N2

N1
e(d

N2

N1
e − 1) (11)

B. Periodicity Properties forGp2 flows

Similarly, we can deduce from Lemma 6 that for 1≤ j ≤ N2, n-n1 ≤ d(i)(j) ≤ n. Let us defined(i)(j) = n-n1+xj , where
0 ≤ xj ≤ n1. Since

∑N2

j=1 d(i)(j)=N, we have the following additional constraint onxj :

N2∑

j=1

xj = n1N1

E[d
(i)
STFn

]2 can be computed in terms ofxj as follows:

E[d
(i)
STFn

]2 =
1

N2

N2∑

j=1

(n − n1 + xj)
2

= (n − n1)
2 +

2(n − n1)

N2

N2∑

j=1

xj +
1

N2

N2∑

j=1

x2
j

=
(n − n1)

2N2 + 2(n − n1)n1N1 +
∑N2

j=1[xj ]
2

N2
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We can evaluate the upper (lower) bound onE[d
(i)
STFn

]2, denoted byE[d
(i)
STFn

]2 (E[d
(i)
STFn

]2), by considering the following
constrained optimization problem, :

Maximize (Minimize)
∑N2

j=1[xj ]
2 such that for 1≤ i ≤ n

∑N2

j=1 xj = n1N1

and 0≤ xj ≤ n1

1) Expression forE[d
(i)
STFn

]2: Using (a + b)2 ≥ a2 + b2 for a,b≥ 0, we can show that
∑N2

j=1[xj ]
2 is maximized with the

following choice of{xj}
N2
j=1:

{xj}
N2
j=1 = {

N1
︷ ︸︸ ︷
n1, · · · , n1, 0, · · · , 0

︸ ︷︷ ︸

N2−N1

}

Therefore,E[d
(i)
STFn

]2 can be evaluated as follows:

E[d
(i)
STFn

]2 =
(n − n1)

2N2 + 2(n − n1)n1N1 + n2
1N1

N2
(12)

=
(n − n1)

2N2 + (2n − n1)n1N1

N2

2) Expression forE[d
(i)
STFn

]2: For mN1 < N2 − N1 ≤ (m + 1)N1, where 0≤ m ≤ n1-1,
∑N2

j=1[xj ]
2 is minimized with

the following choice of{xj}
N2
j=1:

{xj}
N2
j=1 = {

N2−(m+1)N1
︷ ︸︸ ︷

n1 − (m + 1), · · · , n1 − (m + 1), n1 − m, · · · , n1 − m
︸ ︷︷ ︸

(m+2)N1−N2

, 1, · · · , 1
︸ ︷︷ ︸

N2−N1

}

Therefore,E[d
(i)
STFn

]2 can be evaluated as follows:

E[d
(i)
STFn

]2 =
(n − n1)

2N2 + 2(n − n1)n1N1 + n2
1N1 − m(m + 1)N1 − 2(N2 − N1)(n1 − m − 1)

N2
(13)

C. Comparison of Periodicity Characteristics with WRR-spn Scheduler

Using Eq. (9), the periodicity metric for theWRR-spn scheduler for two-class scheduling can be evaluated and is given as
follows:

E[d
(i)
WRR−spn

]2 =







n2
1N1 + (2dN2

N1
e − 1)(n − n1)

2N2+

2n1N2 − N1(n − n1)
2dN2

N1
e(dN2

N1
e − 1), i ∈ Gp1;

N2(n−n1)
2+N1n1(2n−n1)

N2
, i ∈ Gp2.

(14)

Comparing Eq. (11), Eq. (12) and Eq. (13) with Eq. (14), we have the following result, where 0≤ m ≤ n1-1 andmN1 <

N2 − N1 ≤ (m + 1)N1:

E[d
(i)
STFn

]2 = E[d
(i)
WRR−spn

]2, i ∈ Gp1

E[d
(i)
WRR−spn

]2 − m(m+1)N1+2(N2−N1)(n1−m−1)
N2

≤ E[d
(i)
STFn

]2 ≤ E[d
(i)
WRR−spn

]2, i ∈ Gp2

In general, for two-class scheduling, while maintaining intra-class fairness, the periodicity characteristics of theSTFn scheduler
is at least equal or better than that of theWRR-spn scheduler.

APPENDIX II
PERIODICITY PROPERTIES OFRNDn SCHEDULER FORTWO-CLASS SCHEDULING

For two-class scheduling, according to Eq. (4), we have the following:

Prob(d(i)
RNDn

= q) =







(N−q−1
N1−2 )

( N−1
N1−1)

, 1 ≤ q ≤ N − N1 + 1, i ∈ Gp1;

(N−q−1
N2−2 )

( N−1
N2−1)

, 1 ≤ q ≤ N − N2 + 1, i ∈ Gp2.
(15)
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From Eq. (5), the per-flow periodicity metric is given as follows:

E[d
(i)
RNDn

]2 =

{
N(2N−N1+1)

N1(N1+1) , i ∈ Gp1;
N(2N−N2+1)

N2(N2+1) , i ∈ Gp2.
(16)

Sinced
(i)
RNDn

takes on more than two values in general, we expect theRNDn scheduler to be sub-optimal in terms of per-flow
periodicity. Intuitively, we also expect it to perform worse than the deterministic schedulers. We examine these hypotheses by
considering two cases: (a)n=2 and (b)n>2.

A. n=2

According to Eq. (15), we have the following:

Prob(d(1)
RND2

= q) =

(
N−q−1
N1−2

)

(
N−1
N1−1

) , 1 ≤ q ≤ N2 + 1

Prob(d(2)
RND2

= q) =

(
N−q−1
N2−2

)

(
N−1
N2−1

) , 1 ≤ q ≤ N1 + 1

Comparing with Eq. (6), we note that forN1 >1, d
(i)
RND2

6= d(i)
∗ in general and hence,

E[d
(i)
RND2

]2 > E[d
(i)
WRR−sp2

]2 = E[d
(i)
STF2

]2

However, forN1=1, d
(1)
RND2

=N andE[d
(1)
RND2

]2 is always optimal. In addition, the pdf ofd(2)
RND2

is given as follows:

Prob(d(2)
RND2

= q) =

{
N2−1

N2
, q = 1;

1
N2

, q = 2.

In other words,d(2)
RND2

= {1 · · · , 1, 2} = d(2)
∗ . Hence, forN = (1, N2), we have the following:

E[d
(i)
RND2

]2 = E[d
(i)
WRR−sp2

]2 = E[d
(i)
STF2

]2

B. n>2

Here, we consider several cases with counter-intuitive observations:
1) n1=n-1,N1=1: In this case, we only need to evaluate the periodicity characteristics forGp2 flows. From Eq. (16), the

periodicity metric for theRNDn scheduler is given as follows:

E[d
(i)
RNDn

]2 = 1 +
1

N2
(n − 1)(1 +

2(N2 + (n − 1))

N2 + 1
)

From Eq. (14), the corresponding metric for theWRR-spn scheduler is given as follows:

E[d
(i)
WRR−spn

]2 = 1 +
1

N2
(n − 1)(1 + n)

Sincen >
2(N2+(n−1))

N2+1 for n>2, we have the following result:

E[d
(i)
RNDn

]2 < E[d
(i)
WRR−spn

]2

2) n1=n-1,N2=2: From Appendix I Section I-C,E[d
(i)
STFn

]2 = E[d
(i)
WRR−spn

]2, and hence, we have the following result:

E[d
(i)
RNDn

]2 < E[d
(i)
STFn

]2

Therefore, for two-class scheduling wheren1=n-1 and (N1,N2) = (1,2), the random scheduler exhibits better periodicity
properties than the deterministic schedulers.
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