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Advances in energy harvesting technologies and ultra low-power computing and communication devices
are enabling the realization of environmentally-powered wireless sensor networks (EPWSNs). Because of
limited and dynamic energy supply, EPWSNs are duty-cycled to achieve energy-neutrality, a condition
where the energy demand does not exceed the energy supply. Duty cycling entails nodes to sleep and
wakeup according to a wakeup scheduling scheme. In this paper, we survey the various wakeup schedul-
ing schemes, with focus on their suitability for EPWSNs. A classification scheme is proposed to character-
ize existing wakeup scheduling schemes, with three main categories, namely, asynchronous, synchronous,
and hybrid. Each wakeup scheduling scheme is presented and discussed under the appropriate category.
The paper concludes with open research issues.
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1. Introduction

An environmentally-powered wireless sensor network
(EPWSN) is an ad hoc network consisting of sensor nodes powered
by energy harvested from the environment. EPWSNs recently
gained traction due to breakthroughs in energy harvesting technol-
ogies and ultra low-power computing and communication devices
[1–4]. One of the major appeals of EPWSNs is its potential to
address the problem of limited lifetime which is a major drawback
of battery-powered wireless sensor networks. By powering nodes
with renewable energy, EPWSNs can operate perpetually without
the need for battery replacement which is not only laborious or
expensive but also infeasible in certain scenarios.

While energy harvesting can theoretically enable perpetual net-
work operation, it poses a major constraint on energy availability:
the amount of energy available for consumption at any given
instant can be unpredictable and changes significantly over time
[5–7]. Thus, unlike battery-powered WSN where the aim is to min-
imize energy consumption [8], the key objective in EPWSN is to
efficiently and adaptively utilize available energy to optimize the
network throughput or end-to-end delay. The new guiding princi-
ple in EPWSN is energy neutral operation, which means operating
nodes in a sustainable manner wherein energy supply and energy
demand are balanced [5,6,9,7,10].

To achieve energy neutral operation in the face of unpredictable
and dynamic energy availability, adaptive duty cycling algorithms
have been proposed [5,6,9,10]. These algorithms aim to dynami-
cally adjust a node’s duty cycle given its energy supply, energy buf-
fer capacity as well as current and predicted future harvesting
rates. Duty-cycled operation necessitates the use of wakeup sched-
ules which indicate the time intervals at which a node activates its
radio transceivers to perform either packet transmission or recep-
tion. In this paper, we present a survey of the state-of-the-art in
wakeup scheduling. Our ultimate aim is to characterize and differ-
entiate the various schemes and determine their suitability for
EPWSNs.

The rest of the paper is organized as follows: Section 2 moti-
vates the survey with a presentation of the unique characteristics
and challenges of EPWSNs. This section will also introduce the
important factors that must be considered in designing wakeup
scheduling schemes for EPWSNs. Section 3 presents the fundamen-
tal characteristics and properties of wakeup scheduling schemes
and most importantly, the classification system that will be used
to describe the various schemes. Sections 4–6 contain detailed
descriptions and discussions of asynchronous, synchronous, and
hybrid scheduling schemes, respectively. Section 7 concludes the
paper with a qualitative assessment of their suitability for EPWSNs
and open research issues.
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2. Energy harvesting in sensor networks

To set the scene for this survey paper, we present an overview
of energy harvesting in wireless sensor networks. We describe the
various components needed to assemble an environmentally-
powered wireless sensor node (or EPWSN node for short), followed
by a discussion of the challenges faced by EPWSNs and the notion
of energy-neutrality. We end the section with an enumeration of
the important factors that must be considered in the design of
wakeup scheduling schemes for EPWSNs.

2.1. Energy harvesting

Energy harvesting, also referred to as ‘‘energy scavenging’’ in the
literature, is the process of converting ambient energy from the
environment into electrical energy to power devices such as sensor
nodes and mobile electronics [2]. Fig. 1 shows the various compo-
nents of an EPWSN node: (i) energy harvester for converting ambi-
ent energy to electrical energy; (ii) energy storage for storing
harvested energy; and (iii) sensor load which essentially consists
of the sensor node electronics (mainboard, microcontroller, radio,
sensors and other peripherals). Because ambient energy is readily
available, energy harvesting could enable perpetual operation
without the need for battery replacement [3,4].

There are numerous sources of ambient energy and they can be
grouped into several classes according to their underlying physical
process [2]:

� Mechanical: from sources such as wind, vibration, mechanical
stress and strain and human body movement.
� Light: from sunlight or room (artificial) light.
� Thermal: waste energy from engines, furnaces, heaters and fric-

tion sources.
� Electromagnetic: from inductors, coils, transformers and radio

frequency sources.
� Others: from chemical and biological sources.

The conversion of ambient energy to electrical energy requires
the use of an energy harvester or transducer. Table 1 provides a
summary of achievable energy harvesting rates of several state-
of-the-art energy harvesting technologies [2,4,11,12]. Solar energy,
which is one of the most abundant and readily available energy,
can be harvested using photo-voltaic (PV) cells which can have
25% efficiency [11]. When such a PV cell is directly exposed to sun-
light which has an irradiance of 1000 W/m2 (this is a typical value
of direct solar irradiance [13]), it can potentially generate 250 W/
m2 or 25 mW/cm2.

2.2. Energy storage technologies

Energy storage or buffer is an important component of an
EPWSN node. It serves two important functions [6]: (i) to act as
storage for unused or excess harvested energy; and (ii) to act as
additional energy supply when load consumption is not met by
Fig. 1. Components of
harvested energy. It is possible to power a sensor node directly
from an energy harvester without any energy buffer but its opera-
tion will be severely constrained. In particular, such a node can
only operate when the amount of harvested power is greater than
or equal the required node consumption. When the amount of har-
vested power is not sufficient, the node will not operate and the
harvested power will be wasted. In cases where the amount of
harvested power exceeds the node consumption, the excess will
likewise be wasted.

Currently, there are two dominant energy storage technologies
that can be utilized in EPWSN [1,6,14,10,4,11]: (i) secondary or
rechargeable batteries; and (ii) supercapacitors, also known as ult-
racapacitors or electrochemical double layer capacitors. Although
there are many types of rechargeable batteries available in the
market, nickel metal hydride (NiMH) and lithium ion (Li-ion) are
considered to be more suitable for sensor nodes [14,4].

As far as EPWSN is concerned, the most important characteris-
tics of an energy storage technology are energy storage capacity,
number of full recharge cycles, and self-discharge rate or leakage.
Table 2 provides a comparison of several energy storage devices
in terms of the three characteristics [14]. In general, rechargeable
batteries provide high energy capacity while supercapacitors can
provide low to moderate energy capacity. In terms of self-dis-
charge rate, Li-ion batteries are slightly better than supercapaci-
tors. One major advantage of supercapacitors is the number of
full recharge cycles which is three orders of magnitude higher than
that of rechargeable batteries. This has significant impact on the
lifetime of the storage device, enabling supercapacitors to last for
10–20 years compared to a maximum of 5 and 3 years for Li-ion
and NiMH, respectively [14].
2.3. Challenges

As enumerated by Akyildiz et al. [15], WSNs pose numerous
challenges including highly dynamic network topology due to fail-
ure-prone nodes and wireless links, limited memory and process-
ing power and most importantly, limited network lifetime due to
battery capacity limitations. Energy harvesting has the potential
to eliminate the problem of limited network lifetime but it poses
a major constraint on the amount and consistency of energy that
can be supplied to the sensor node. Unlike a battery-powered
WSN node where the energy supply is guaranteed (while its bat-
tery is not exhausted), the energy supply of an EPWSN node
can be unpredictable and varies over time [5–7].

Unsuitability of energy conservation as a design objective. In bat-
tery-powered WSN, network protocols are designed to conserve
as much energy as possible, knowing that the energy supply is
finite and will eventually be depleted. Network lifetime can be
maximized by minimizing the energy consumption of individual
nodes while at the same time balancing the energy consumption
across nodes [8]. In EPWSNs where the energy supply can be
replenished, the notion of network lifetime is inappropriate and
this renders energy conservation as an unsuitable design objective.
an EPWSN node.



Table 1
Efficiency of state-of-the-art energy harvesting technologies.

Energy source Harvesting device/transducer Efficiency Achievable harvesting rate

Solar Photo-voltaic cells 25% 25 mW/cm2

Indoor light Photo-voltaic cells 25% 25 lW/cm2

Thermal Thermoelectric generator – 60 lW/cm2

Wind Anemometer – 1200 mW h/day
Electromagnetic RF antenna – 10�5–0.1 mW/cm2

Indoor vibrations EM induction – 0.2 mW/cm2

Vibrations (walking) EM generator – 0.95 mW
Vibrations (running) EM generator – 2.46 mW
Heel strike Piezoelectric 7.5% 5 W

Table 2
Comparison of energy storage devices (adapted from [14]).

Device Type Capacity (mAh) Recharge cycles Self-discharge rate (%/month)

Maxwell BCAP350 350F supercapacitor 243 500,000 <30
Maxwell PC10 10F supercapacitor 6.9 500,000 <30
Panasonic HHR210AA/B NiMH 2000 300 <30
Panasonic CGR17500 Li-ion 830 500 <10
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Energy-neutrality. The new guiding principle in the design of
EPWSN protocols is energy neutral operation which consists of
two simultaneous goals: (i) optimizing the network performance
while; and (ii) ensuring that energy supply and energy demand
are balanced [5,6,9,7,10]. Several authors proposed essentially
the same idea using different terms, namely, ‘‘energy-neutrality’’
[6], ‘‘energy-synchronized’’ [7], and ‘‘energetic sustainability’’ [16].

Dynamic duty cycling. To achieve energy neutral operation in the
face of dynamic energy availability, adaptive duty cycling algo-
rithms have been proposed [5,6,9,10]. Adaptive duty cycling algo-
rithms aim to dynamically adjust a node’s duty cycle given its
current energy level, energy buffer capacity as well as current
and future (predicted) harvesting rates. Duty cycling itself is not
new and has been proposed as an energy conservation method in
battery-powered WSN because radio transceivers consume signif-
icant amounts of energy even when idle [17–21].
2.4. Considerations for wakeup scheduling

Wakeup scheduling schemes employed in EPWSNs must con-
sider their unique characteristics and the underlying challenges
posed by environmentally harvested energy supply. In the discus-
sion of the various schemes, we examine how they measure up
against the following important considerations:

Adaptation to environment dynamics. EPWSNs are highly
dynamic in terms of topology, energy supply, and data traffic
among others [15]. Schemes that employ dynamic wakeup sched-
ules to respond to some or all of these dynamics are expected to
perform better than those schemes that are oblivious. However,
some non-adaptive schemes can be easily modified to respond to
changes in the operating environment. Others, however, may not
be amenable for use in dynamic environments.

Latency-aware. Sleep latency is a delay incurred in duty cycling
networks due to the fact that a transmitting node must wait for the
receiving node to wakeup before it can commence packet trans-
mission [22,18,20]. Sleep latency is a major challenge in both bat-
tery-powered and environmentally-powered WSNs and
significantly contributes to the end-to-end delay [20,7]. Schemes
that explicitly tackle latency perform better than latency-oblivious
schemes, but the awareness again comes at an additional cost.

Duty cycle range. Certain WSNs operate in very low duty cycles
and as such, scheduling schemes that are designed with high duty
cycle in mind may not work well in these regimes. For instance,
schemes that rely on random schedules may have poor perfor-
mance because the probability of the sender and receiver being
awake at the same time is low. On the other hand, scheduling
schemes tailored for low duty cycles may have poor performance
in high duty cycle regimes.

Processing complexity. Because EPWSN nodes have limited pro-
cessing capability [15], wakeup scheduling schemes that use com-
plex algorithms may not be suitable. Their use may require the
deployment of special nodes with sufficient processing capability
to perform the complex computations and this entails some form
of centralized processing.

Overhead and scalability. Finally, constraints on channel and
storage capacities [15] imply that wakeup scheduling schemes
must have low communication and storage overhead. Sources of
overhead are mainly schedule exchange and storage. Notice that
high overhead may imply that a scheme is not scalable in terms
of the number of nodes.
3. Fundamentals of wakeup scheduling

In this section, we study the various wakeup scheduling
schemes in terms of the formation process, i.e., how the wakeup
schedules are obtained or computed, and the structure of the
resulting wakeup schedule. But before delving into the details, let
us first establish the relationship between duty cycling and wakeup
scheduling.

In their paper, Anastasi et al. [8] split duty cycling into two
approaches: power management and topology control. In the latter,
the goal is to select a subset of nodes to be awake from a given
set of nodes while in the former, the object is to select a subset
of time intervals to be awake from a continuous time duration.
Anastasi et al. further broke down power management into two
categories, namely, sleep/wakeup scheduling and MAC-level duty
cycling. In this paper, we refer to both approaches as wakeup
scheduling since the objective is essentially to control the sleep
and wakeup intervals of every node in the network. To further clar-
ify, Fig. 2 illustrates the main difference between the two
approaches.

3.1. Basic terminology

We put forth the following basic terminologies to avoid confu-
sion in the discussions.



(a) Topology control (b) Wakeup scheduling

Fig. 2. Illustrating the main difference between topology control and wakeup scheduling. In topology control, the objective is to select a minimal subset of nodes that yields a
connected network and covers the entire sensing area. In wakeup scheduling, the objective is to select a subset of time intervals to be awake (for every node v in the network)
that minimizes the duty cycle while ensuring that throughput or latency (or both) requirement is achieved.
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Definition 1 (Wakeup Interval). The time duration at which the
radio is switched on to enable the node to either receive or
transmit packets. The literature sometimes refer to this as active or
on interval.
Definition 2 (Sleep Interval). The time duration at which the radio
is switched off to enable the node to conserve energy. The litera-
ture sometimes refer to this as inactive, off or dormant interval.

Wakeup scheduling schemes can be broadly grouped into two
types: those that divide time into equal-length intervals called slots
and those that treat time continuously. The above definitions are
usually applied to unslotted schemes. For slotted schemes, wakeup
and sleep intervals are defined in terms of multiples of slots.

Definition 3 (Wakeup schedule). A sequence of wakeup and sleep
intervals that is usually specified for one cycle and repeats every
cycle until otherwise modified by the wakeup scheduling scheme.
This is sometimes referred to as sleep schedule or sleep/wakeup
schedule in the literature.
3.2. Data exchange

The ultimate aim of wakeup scheduling schemes is to enable
nodes to exchange data during wakeup intervals. Most wakeup
scheduling schemes use a simple design wherein every wakeup
interval can accommodate at most one data frame or packet. Nev-
ertheless, there are also several proposed schemes that can handle
multiple data frames or packets in every wakeup interval. In
schemes that can accommodate at most one packet per wakeup
interval, wakeup schedules are considered to be receiver-centric,
i.e., the specified wakeup intervals in the schedule are meant for
packet reception only.1 In the latter, wakeup intervals are consid-
ered bi-directional, i.e., wakeup intervals can be used for both packet
transmission and reception.

3.3. Classification of wakeup scheduling schemes

To aid us in the study of the various wakeup scheduling
schemes, we introduce a morphological classification system as
shown in Fig. 3. As will become evident in the discussions, this tax-
onomy provides a good perspective on the effort required by a
scheduling scheme to obtain a wakeup schedule. Fig. 3 also
1 In receiver-centric wakeup scheduling schemes, a node u with data to transmit to
v must wakeup at an interval where v is awake as specified by the latter’s wakeup
schedule. Note that this interval at which u wakes up to transmit its packet is not
considered part of its wakeup schedule.
includes two or more representative wakeup scheduling schemes
for each class that we have included in this survey.

At the most fundamental level, we can classify scheduling
schemes based on their requirement for synchronization, i.e., syn-
chronous or asynchronous. As the name implies, synchronous
scheduling schemes require that the time across nodes by synchro-
nized. On the other hand, asynchronous scheduling schemes do not
require any form of synchronization. Some schemes may operate
using both approaches and we refer to them as hybrid schemes.
Sections 4 and 5 present the various asynchronous and synchro-
nous scheduling schemes, respectively, while Section 6 discusses
the hybrid schemes.
4. Asynchronous schemes

Asynchronous schemes were the earliest protocols proposed for
wakeup scheduling. Their main distinguishing feature is that they
operate in an asynchronous manner, meaning that nodes wakeup
to transmit without regard on whether other nodes are awake to
receive. Because of this, asynchronous schemes do not require time
synchronization. This is one of its major advantages because as Wu
et al. [23] found in their study, efforts to periodically re-synchro-
nize time across nodes can entail significant energy consumption.
Another major advantage of asynchronous approaches is that they
do not require any computation as well as communication and
storage overhead since no schedules are exchanged and stored.

One of the main challenges of asynchronous scheduling is how
to exchange data between two nodes which are not aware of each
other’s wakeup schedules. There are three possible approaches to
do this: (i) transmitter-initiated; (ii) receiver-initiated; and
(iii) combinatorial or random.
4.1. Transmitter-initiated

In transmitter-initiated protocols, a transmitting node v trans-
mits a special frame to indicate to its neighbor nodes that it has
data to transmit. When a neighbor node hears the special frame
in one of its wakeup intervals, it awaits for the transmission of
the data frame. A wakeup interval is receiver-centric and can
accommodate at most one data frame. (It is possible for a wakeup
interval to accommodate more than one data frame depending on
the data frame duration or the wakeup interval duration. However,
the use of preamble acts as a reservation mechanism whereby only
one node has the right to transmit one or more data frames within
the wakeup interval.)

B-MAC. The first protocol to use this approach is the B-MAC [24]
protocol. In this protocol, nodes periodically wakeup for a duration
of Tw and sleep for a duration of Ts. Tw is specified to be long



Fig. 3. Taxonomy of wakeup scheduling schemes.
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enough for a node to detect the presence of a special signal known
as preamble. When a node v has data to send, it immediately wakes
up and transmits a preamble frame for duration of Ts followed by
the data frame. A node w that wakes up and detects the preamble
will then remain awake for the remaining preamble duration until
it receives the data frame. This process is shown in Fig. 4.

B-MAC enhancements. B-MAC suffers from two major draw-
backs. Firstly, sending nodes must transmit a long preamble which
must be at least Ts and secondly, overhearing nodes (i.e., not the
intended receiver) will also have to be awake during the entire pre-
amble transmission and possibly until data transmission is com-
pleted. Several enhancements have been proposed to address
Fig. 4. B-MAC operation. Nodes independently sleep and wakeup periodically but
with the same wakeup and sleep durations. When node v needs to send data (a
packet arrives from local application/higher layer), it must first send a preamble
which should be at least as long as sleep duration Ts (the check interval). When
receiver node w detects the preamble, it remains awake to receive the preamble and
data. If a node wakes up and does not detect a preamble within the wakeup
duration Tw , it goes back to sleep.
these deficiencies. X-MAC [25] tackles the long preamble problem
by replacing it with a strobe short preamble. In addition, the strobe
preamble includes the intended receiver address, thereby allowing
overhearing nodes to go back to sleep the moment they receive a
strobe. BoX-MAC [26] further improves on X-MAC by replacing
the short preamble transmissions with data transmissions. This
however assumes that data packets are short enough to be effec-
tive replacements of strobe preamble.

Discussion. The main advantage of transmitter-initiated proto-
cols is their low computation and storage complexity. Transmit-
ter-initiated protocols also seem to be easily extensible to
support dynamic operation. To support dynamic wakeup schedul-
ing, the duration of the preamble needs to be as long as the max-
imum sleep interval (i.e., the minimum duty cycle). Note
however that these protocols will perform poorly in low-duty cycle
regimes. In such environments, Ts will be significantly higher than
Tw. This will waste a lot of energy on the part of transmitters as
they need to transmit very long preambles. Another disadvantage
of transmitter-initiated protocols is that since nodes indepen-
dently sleep and wakeup, their sleep latency is non-deterministic.

4.2. Receiver-initiated

Receiver-initiated protocols essentially pass the burden of
energy consumption for the overhead from transmitters to receiv-
ers. That is, a receiving node v transmits a special frame every time
it wakes up to indicate to potential transmitters that it is ready to
receive data frames. When a node u has pending data to transmit, it
immediately wakes up and awaits for the transmission of the spe-
cial frame from its neighbors. The moment it receives the special
frame from another node v ;u commences data transmission to v.
Similar to the transmitter-initiated protocols, a wakeup interval
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in receiver-initiated protocols is receiver-centric and can accom-
modate at most one data frame.

RI-MAC. Nodes periodically sleep for a duration of Ts and
wakeup for a duration of Tw. Whenever a node wakes up, it trans-
mits a beacon to indicate to potential transmitters that it is ready to
receive data. If it does not receive a data frame after Tw, it goes back
to sleep. From a transmitter perspective, if a node v has data to
transmit, it waits for the beacon from the intended receiver before
transmitting its data. Fig. 5 shows the operation of RI-MAC [27],
the protocol that first proposed this approach.

RI-MAC enhancements. Huang et al. [28] proposed Receiver-
Centric MAC (RC-MAC) that exploits the underlying routing tree
structure to coordinate the transmission of a node’s children. The
coordination is done by piggybacking the ID of the next child that
can transmit in the ACK. Meanwhile, Nguyen et al. [29] extended
RI-MAC for EPWSNs by using energy harvesting rate and queue
length to adjust the duty cycle of the nodes.

Discussion. Like transmitter-initiated protocols, receiver-
initiated protocols also require low computational and storage
overhead. These protocols are also easily adaptable to support
dynamic wakeup scheduling. However, they may perform poorly
in both low and high duty cycle situations. In the former, transmit-
ters will need to be awake for long durations to be able to receive a
beacon. In the latter, frequent beacon transmissions by receivers
may cause excessive contention and power consumption. Another
disadvantage of these protocols is that since nodes independently
sleep and wakeup, their sleep latency is stochastic.
4.3. Combinatorial and random

The preceding approaches require the transmission of a special
frame either by the receiver or transmitter. Combinatorial and ran-
dom schemes obviate the transmission of such special frames
which therefore translates to better energy efficiency. In a wakeup
interval, nodes can exchange one or more data packets with each
other, the number of which depends on the wakeup interval
duration.

Symmetric WSF. Zheng et al. [17] proposed a totally different
approach by formulating the schedule generation process as a block
design problem in combinatorics. The main idea is that for any two
nodes v and w, their respective wakeup schedules must overlap
within a specified time interval to ensure that sleep latency is
bounded. A wakeup schedule function (WSF) fv ðxÞ ¼

PT�1
i¼0 aixi is

defined for every node v in the network, where T is the cycle dura-
tion in terms of slots and ai ¼ 0 if i is a sleep interval (slot) or ai ¼ 1,
if i is a wakeup interval (slot), 8i 2 ½0; T � 1�. Now, we can perform a
cyclic shift of the schedule of v by k slots and denote the shifted
schedule by f k

v ðxÞ. It can be easily shown that
Fig. 5. RI-MAC operation. Nodes independently sleep and wakeup periodically but
with the same wakeup and sleep durations. Whenever a node wakes up, it
transmits a beacon frame and stays awake for a duration of Tw . It goes back to sleep
if it does not start to receive any data within Tw . If node v has data to send, it waits
for the beacon before transmitting its data.
f k
v ðxÞ ¼ fvðxÞ � xk mod ðxT � 1Þ:

Let Cðv;wÞ denote the minimum number of common items of f k
v ðxÞ

and f l
wðxÞ, for any integer l; k 2 ½0; T � 1�. Then the problem of

designing an optimal wakeup schedule can be formulated as
follows:

minimize �k

subject to Cðv ;wÞP m 8v 2 A;8w 2 Nv
ð1Þ

where Nv is the set of one-hop neighbors of v; �k is the ensemble
average of the number of wakeup slots in every T slots. Note that
for a WSF fvðxÞ; kv ¼ fvð1Þ is the number of wakeup slots. Zheng
et al. proved that for a given T and m, the necessary condition for
Cðv ;wÞP m is kvkw P mT. Accordingly, they suggested two block
designs, namely, symmetric WSF and asymmetric WSF. The main
difference is that in the former, every node uses the same duty cycle
while in the latter, different nodes can use different duty cycles.
While the latter is attractive especially in EPWSN where nodes
are likely to have heterogeneous energy availability, it is related
to the vertex covering problem which is known to be NP-complete.

For a symmetric schedule, the necessary condition simplifies to
k2 P mT ) k P

ffiffiffiffiffiffiffi
mT
p

, where k ¼ kv ;8v 2 A. To design a symmet-
ric schedule, WSF uses ðT; k;mÞ-difference set which by definition
can asymptotically satisfy the condition k P

ffiffiffiffiffiffiffi
mT
p

. A set
D ¼ a1; a2; . . . ; ak is said to be a ðT; k;mÞ-difference set, if for every
d 2 ½0; T � 1� , there are exactly m ordered pairs ðai; ajÞ such that
d ¼ ajai mod T. If m ¼ 1 and k is a power of a prime number, the
multiplier theorem [30] can be used to prove the existence of a
ðk2 þ kþ 1; kþ 1;1Þ-design. Fig. 6 shows an example of a feasible
schedule for k ¼ 2, i.e., a (7,3,1)-design with WSF f ðxÞ ¼ 1þ xþ x3.

Quorum-based wakeup scheduling. This approach uses cyclic
block design technique [31] which was also used in the design of
WSF [17]. Lai et al. [31] proposed two heterogeneous quorum-based
schemes: cyclic quorum system pair (cqs-pair) and grid quorum sys-
tem pair (gqs-pair). In the following description, let n denote the
cycle length.

Cyclic quorum system. A cyclic quorum system is based on
cyclic block design and cyclic difference sets in combinatorial
theory [30]. Fig. 7a shows three quorums from a cyclic quorum
system with cycle length n ¼ 7.
Grid quorum system. Fig. 7b shows a grid quorum system
where the slots are arranged in

ffiffiffi
n
p
�

ffiffiffi
n
p

. A quorum can be
any set containing a column and a row of elements in the array.
Fig. 6. Wakeup schedules of 7 nodes using the (7,3,1)-design and f ðxÞ ¼ 1þ xþ x3.
Note that the schedule below is just a shifted form of the above. Each schedule has 3
active slots and any two schedules overlaps for at least 1 slot.



(a) Cyclic quorum system (b) Grid quorum system

Fig. 7. Illustrating quorum-based wakeup scheduling.
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Thus, the quorum size in a square grid quorum system is
2
ffiffiffi
n
p
� 1.

While prior work used homogeneous cycle length (i.e., all nodes
use the same cycle length and duty cycle), heterogeneous schemes
allow nodes to use different cycle lengths but still guarantee that
two nodes with heterogeneous quorums as their wakeup sched-
ules can discover each other within bounded delay in the presence
of clock drift.

Random. Random asynchronous wakeup scheduling does not
require any effort on the transmitter or receiver to send special
frames or does not require the computation of any schedule.
Rather, every node wakes up in a probabilistic manner. In [32],
every node v wakes up according to a Poisson process with rate
kv . This Poisson wakeup rate essentially means that the sleep inter-
val Ts is not constant but rather exponentially distributed. Let dv

denote the degree of node v (which v knows). Using the findings
by Ikeda et al. [33], the following heterogeneous wakeup rate is
proposed:

kv ¼ k0d�b
v ; ð2Þ

where k0 is an initial wakeup rate and b is a tunable parameter.
Using (2), the authors proved that the worst-case delay (or equiva-
lently, the maximum mean hitting time over all possible source–
destination pairs in the network) denoted by Hmax is

Hmax 6
3n2

ffiffiffiffiffiffiffiffiffi
dmax

p
k0

;

where n ¼ jN j;dmax ¼maxv2N dv , and N is the set of all nodes in the
network. To enable data transmission, every node v in the network
transmits a short ‘‘hello’’ message every time it wakes up. This is
akin to the method used by receiver-initiated protocols. For a node
v that needs to transmit data, it simply wakes up and waits for a
hello message from any of its neighbors. Node v then transmits its
data immediately after receiving a hello message.

Discussion. A key advantage of the symmetric WSF is its low
computational and storage complexity. However, this scheme can-
not be easily adapted for dynamic operation. As mentioned, sym-
metric WSF requires all nodes in the network to use the same
duty cycle. This is clearly not suitable for dynamic environments
where duty cycles across nodes may differ significantly. Quorum-
based wakeup scheduling is slightly better than symmetric WSF
as the former allows the use of heterogeneous duty cycles across
nodes. A common disadvantage of both schemes is that the sleep
latency is non-deterministic (though bounds are guaranteed in sta-
tic environments). Another downside that besets both schemes is
that they will yield coarse-grained or low-resolution duty cycles
because of limited block design options.

With regards to the random scheme, its main advantage is that
it can be easily adapted to support dynamic environments through
the tunable parameter b. However, because the underlying data
transmission operation is similar to receiver-initiated protocols,
it also suffers from the latter’s weaknesses. That is, this scheme
may perform poorly in both low and high duty cycle situations.

5. Synchronous schemes

Numerous synchronous schemes have been proposed because
the use of time synchronization somehow eases up the analysis
and design of wakeup scheduling schemes. Time synchronization
in the context of wireless sensor networks is a well-studied area
and numerous protocols have been proposed for this purpose
[34–37]. Most synchronous schemes operate periodically, i.e., a
wakeup schedule repeats every period, cycle or epoch until a change
is made by the scheduling algorithm. There are however aperiodic
schemes that do not employ periodic schedules.

5.1. Periodic wakeup scheduling

Periodic wakeup scheduling schemes may operate either in a
slotted or unslotted manner. In the former, the cycle is essentially
broken up into equal-length slots as shown in Fig. 8. Slotted cycles
are usually employed by schemes that use more than one wakeup
instance per cycle.

The main problem in periodic wakeup scheduling is to determine
which time interval (or intervals) in a cycle to activate so that a node
can perform packet transmission or reception. This problem may look
trivial from a node-level perspective but from a network-level point-
of-view, selecting intervals across nodes to optimize a certain perfor-
mance metric can be difficult. To achieve a desired performance,
nodes must collaborate with each other in the process of schedule
computation. We can divide the various schemes into five groups
depending on the level of collaboration: (i) neighbor-coordinated;
(ii) path-coordinated; (iii) network-coordinated; (iv) independent;
and (v) centralized. The latter two are actually non-collaborative
approaches.

5.1.1. Neighbor-coordinated
In this approach, a node establishes its own wakeup schedule

by considering the wakeup schedules of its adjacent or neighbor
nodes. To be precise, a node v calculates its wakeup schedule by
consulting the schedule of all nodes w 2 Nv , where Nv is the set
of one-hop neighbors of v. This is obviously the easiest among
the collaborative schemes and requires the least effort.

The neighbor-coordinated schemes that we will be discussing in
this survey are receiver-centric and every wakeup interval or slot
can accommodate at most one data packet.

S-MAC. The simplest (and the first to be introduced) protocol
that uses this approach is S-MAC [38]. As shown in Fig. 9, the
wakeup interval is divided into three parts: (i) a portion for SYNC,
(ii) a portion for RTS, and (iii) a portion for CTS. S-MAC uses
scheduled rendezvous communication scheme wherein nodes
exchange SYNC packets (in the first portion of the wakeup interval)
to coordinate sleep/wakeup periods. Before a node can send a SYNC
packet, it must ensure that the channel is idle by performing



Fig. 8. A cycle with S slots.

Fig. 9. Components of S-MAC wakeup interval.
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carrier sensing. A node can either create its own schedule or follow
a neighbor’s schedule. When a node v has data to send to w, it per-
forms carrier sensing and if the channel is idle, v sends an RTS to w
in the second portion of the wakeup interval. If v detects the chan-
nel to be busy, it goes back to sleep. Node w sends back an RTS in
the third portion of the wakeup interval. Data transmission occurs
after the third portion of the wakeup interval. Fig. 10 illustrates the
operation of the protocol.

S-MAC enhancements. Since the introduction of S-MAC, numer-
ous improvements have been proposed to make it more energy-
efficient or adaptive to changes in the network conditions.

� In Timeout MAC (T-MAC) [39], the wakeup interval is shortened
with the adoption of adaptive active time. In S-MAC, a node’s
wakeup interval is essentially fixed regardless of whether it
receives a packet or not. In T-MAC, if a node does not detect
any further activity after a specified timeout TA, it immediately
goes back to sleep. The downside of this approach, however, is
that nodes may prematurely go back to sleep which can result
in higher latency and lower throughput.
� Another weakness of S-MAC is its use of fixed duty cycle which

is wasted in light load conditions and insufficient in heavy load
conditions. Zheng et al. [40] proposed Pattern-MAC (PMAC) to
address the issues of fixed duty cycle through exchange of
sleep-wakeup patterns. A sleep-wakeup pattern is a string of bits
indicating the tentative wakeup schedule of a node over several
slot times. The wakeup schedule of a node is derived from its
own pattern and the patterns of its neighbor nodes.
Fig. 10. S-MAC protocol operation. In the first portion, w performs carrier sensing (deno
performing carrier sensing. In the third portion, w sends back a CTS to v. After the regula
data.
� Dynamic S-MAC (DSMAC) [41] also attempts to make the duty
cycle of S-MAC to be more dynamic, albeit in a limited matter.
Specifically, DSMAC allows the duty cycle to be either 0.1, 0.2,
or 0.4. These duty cycle choices ensure that any neighboring
nodes will still have common wakeup intervals, as shown in
Fig. 11. This can be generalized by stipulating duty cycles to
be 2kd, where k 2 f0;1;2; . . . ;Kg and 2Kd 6 1.

ESC. Energy-synchronized communication (ESC) [7] is one of the
earliest wakeup scheduling schemes proposed for EPWSNs. ESC
operates in a slotted manner. The key idea is simple: increase the
number of wakeup slots when the energy supply increases and
conversely, decrease the number of wakeup slots when the energy
supply decreases. ESC refers to the former as (bursty) active
instance increment and the latter as (bursty) active instance decre-
ment. To facilitate the increment and decrement processes, ESC
uses the notion of cross-traffic delay (CTD). For a node v with prede-
cessor nodes Pv and successor nodes Sv , the cross-traffic delay at v
is the expected delay of every packet from any node in Pv to any
node in Sv passing through v. CTD considers both sleep latency
and retransmission delay. The authors demonstrated that for given
schedules of predecessors and successors of node v, the CTD at v is
not affected when a packet reaches v as long as the packet arrives
within a certain interval. (An interval is just the contiguous set of
slots between any two consecutive wakeup slots of the combined
wakeup slots of Pv and Sv .) This observation termed as the stair
effect was used by the authors to design a localized Oð1Þ algorithm
for schedule adjustment that minimizes the CTD at v. Note how-
ever that the Oð1Þ complexity hinges on the assumption that nodes
use extremely low duty cycles.

Discussion. S-MAC and its variants rely on periodic scheduled
rendezvous for synchronization, wherein the period or interval
between rendezvous is determined by the duty cycle. In dynami-
cally duty-cycled networks, the periodicity of these rendezvous
will not hold and thus, communication among nodes will be diffi-
cult. As such, employing S-MAC or any of its variants in EPWSNs
will be extremely challenging.

Meanwhile, ESC avoids the problem due to synchronization dif-
ficulties through the exchange of wakeup schedules among nodes.
ted by CS) before sending a SYNC packet. In the second portion, v sends an RTS after
r wakeup interval, v transmits its data while w continues to be awake to receive the



Fig. 11. Illustrating the common wakeup intervals in DSMAC even when nodes v
and w choose different duty cycles. Node v’s duty cycle is twice that of node w.

(a) Fully-synchronized pattern

(b) Shifter even and odd pattern

(c) Ladder pattern

(d) Two-ladders pattern

(e) Crossed ladders pattern

Fig. 12. Wakeup patterns.
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This enables any node u that receives a wakeup schedule advertise-
ment from another node v to know the exact time instances at
which v will be awake. ESC was designed for EPWSNs and as such,
it adapts to changes in energy supply and more importantly, it
minimizes sleep latency through the generation of wakeup sched-
ules that minimizes the CTD. A major limitation of ESC is that it
was designed for ultra low duty-cycled nodes. In high duty cycle
scenarios, ESC will require excessive overhead to exchange and
store wakeup schedules. In addition, the algorithm that computes
the minimal CTD wakeup schedule will no longer be Oð1Þ.

5.1.2. Path-coordinated
As mentioned in Section 2.4, sleep latency is a major problem in

duty-cycled networks that significantly contributes to the end-
to-end delay. Path-coordinated scheduling was therefore proposed
to allow nodes along a path to coordinate their wakeup schedules
such that packets traversing along the path will encounter as little
delay as possible. An important requirement of this scheme is that
either (i) a routing tree rooted at the sink node must already be in
place; or (ii) nodes know the location of the sink node and their
respective location.

Except for the Adaptive Staggered Sleep Protocol (ASLEEP) [42],
all the other path-coordinated schemes were designed such that a
wakeup interval or slot could accommodate the reception of at
most one data packet. In ASLEEP, the wakeup interval duration is
specified such that a node can communicate with all its child nodes
as well as its parent node.

Wakeup patterns. Keshavarzian et al. [19] proposed several
path-wide wakeup schedule patterns that aim to minimize the
end-to-end sleep latency from every node to a common base sta-
tion node (backward or uplink direction) and vice versa (forward
or downlink direction). In the discussion of the wakeup patterns,
it is assumed that the network is organized into levels, with the
base station at level 0. The level of a node essentially indicates
its minimum hop count to the base station node. Let Lk denote
the set of nodes in level k and H denote the maximum number of
hops (or maximum number of levels) in the network.

Fully-Synchronized Pattern (FSP). In this pattern, all nodes in
the network sleep and wakeup at the same time. Though this is
strictly not a path-coordinated pattern, it is used as the basis of
the subsequent path-coordinated wakeup schedules. Fig. 12a
shows FSP with a downlink transmission. Note that an uplink
transmission will encounter the same latency.
Shifted Even and Odd Pattern. This pattern is derived from FSP
by shifting the wakeup pattern of the nodes in even levels by
T=2, as shown in Fig. 12b. The figure also shows an uplink trans-
mission. Note that a downlink transmission will also experience
the same latency.
Ladder pattern. This pattern is similar to the idea of green wave
traffic light scheduling, i.e., synchronizing traffic lights to turn
green just in time for the arrival of vehicles from the previous
intersections. This pattern can also be derived from FSP by shift-
ing the wakeup schedule of nodes in level k by s from that of
level k� 1.
Two-ladders pattern. One problem of the ladder pattern is that
only the latency of the downlink traffic is reduced. To improve
the latency of both traffic directions, two-ladders pattern is pro-
posed, combining a forward ladder with a backward ladder.
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Note that nodes in the middle levels (i.e., nodes in levels
1;2;3; . . . ;H � 1) wakeup twice in every period T. Fig. 12d
shows a two-ladders pattern.
Crossed-ladders pattern. This is an enhancement of the pre-
ceding wakeup schedule pattern where the two ladders are
crossed so that the same wakeup is used for both downlink
and uplink directions. The cross point can be in any of the mid-
dle levels (i.e., levels 1;2;3; . . . ;H � 1). Fig. 12e shows a crossed
ladders pattern with level 1 as cross point.

In addition to the five wakeup patterns, Keshavarzian et al. [19]
also proposed the multi-parent method which can be independently
applied to any of the five wakeup patterns. In terms of latency, the
crossed-ladders and two-ladders pattern provide the best perfor-
mance for both uplink and downlink traffic. The ladders pattern
yields the same latency for downlink traffic but worse latency for
uplink traffic. Compared to the ladders pattern, the shifted even
and odd and pattern provides slightly better latency for uplink traf-
fic but worse latency for downlink traffic. Finally, FSP performs the
worst for both traffic directions.

ASLEEP. Adaptive Staggered Sleep Protocol (ASLEEP) [42] uses a
staggered approach wherein nodes at the lower levels in the rout-
ing tree wakeup earlier than their ancestors. To clarify this, con-
sider the wakeup schedules of nodes u; v , and w as shown in
Fig. 13. In this illustration, u is a child of v and v is a child of w. Note
that the wakeup interval of any node can actually be split into two
parts which are called talk intervals. The first part is meant for talk-
ing to its children while the second part is meant for talking to its
parent. To establish a wakeup schedule, ASLEEP uses two control
messages known as direct beacon and reverse beacon. The messages
are used to propagate schedule information to downstream and
upstream nodes, respectively.

Staggered wakeup scheduling with multiple parents. Unlike
ASLEEP which requires routing tree, Zhou and Medidi [43] proposed
the use of location information to derive a staggered wakeup sche-
dule. Prior to the computation of the wakeup schedule, the network
is divided into concentric rings with the sink node located at the
center. Every node must be able to identify its ring level with respect
to the sink. Suppose that the K wakeup intervals in one cycle are
fs1; s2; s3; . . . ; sKg, then a node belonging to ring n would choose to
wakeup in intervals fs1 þ nD; s2 þ nD; s3 þ nD; . . . ; sK þ nDg where
D is an estimated packet transmission delay. One advantage of
using this approach is that a node belonging to ring level n can for-
ward its packets to any of the nodes in ring level n� 1, hence the
approach is also called multi-parent.

RMAC. Routing-enhanced MAC (RMAC) [44] is actually an
enhancement of S-MAC protocol that uses a setup control frame
known as pioneer control frame (PION). When a node has data to
send, it initiates a request at the start of a DATA period. A PION
Fig. 13. ASLEEP staggered scheduling. Wakeup interval of any node can actually be
split into two parts which are called talk intervals. For node v in the figure, tv is
meant for talking to its children (one of which is u) while tw is meant for talking to
its parent w.
is then generated by the sending node and this frame travels along
the packet route to the sink. The PION frame essentially prepares
all nodes along the route for the upcoming data from the source.

Discussion. A common advantage of path-coordinated schemes
is that they provide low end-to-end sleep latency for all nodes in
the network. However, the need to perform path-wide coordina-
tion makes the adaptation of these schemes to EPWSNs difficult.
This is because a schedule change in one node causes all the other
nodes in the path to possibly re-compute their wakeup schedules.
In highly dynamic environments, this may lead to excessive com-
munication and computational overhead and in the worst case,
the scheduling algorithms may fail to converge to an optimal
schedule.

5.1.3. Network-coordinated
In network-coordinated scheduling, all nodes in the network

collaborate to arrive at either a global wakeup schedule [45] or a
per-node schedule that satisfies certain optimality goals [18]. Note
that network-coordinated scheduling may either be distributed
[45,18] or centralized [18,46]. In the latter, a single node is respon-
sible for computing the wakeup schedules of all nodes in the net-
work or at least a subset of nodes while in the former, every node is
involved in the computation of their respective wakeup schedules.

Except for Sense-Sleep Trees (SS-Trees) [46], all the other net-
work-coordinated schemes presented below were designed such
that a wakeup interval or slot can be used to receive at most one
data packet. In the former, nodes can transmit or receive one or
more data packets in every wakeup interval.

GSA. In the global schedule algorithm (GSA) proposed by Li et al.
[45], every schedule is tagged with a schedule age which indicates
how long a schedule has existed in the network. Now consider a
node v which uses a schedule with age Av . When v receives a sche-
dule from node w with age Aw and that Aw > Av , then v adopts the
schedule from w. GSA was proposed to enhance the performance of
S-MAC protocol, i.e., reduce the number of different schedules. This
is because if a node v has neighbors with different schedules (i.e., v
is a border node), v must wakeup in all of its neighbors schedules
which will result in higher energy consumption. Thus, by following
the oldest schedule, after sufficient time, all nodes in the network
will converge to a single schedule which is the oldest schedule.

Distributed DESS. Lu et al. [18] proposed two distributed algo-
rithms to compute a wakeup schedule that minimizes the end-
to-end delay. More specifically, the goal of the two algorithms is
to find a single slot s 2 f0;1;2; . . . ; S� 1g that minimizes the end-
to-end delay for every source–destination pair in the network.
The algorithms are called Local-Neighbor and Local-DV.

Local-neighbor: Denote sw as the slot used by node w. Every
node v in the network knows sw, for all neighbor node w of v.
Then, v chooses a slot sv that minimizes the maximum of its
delays to and from all its neighbors. This process can be
repeated for several iterations.
Local-DV: Every node v in the network maintains two distance-
vector tables, namely, FDVv which stores the minimum delays
from v to all other nodes, and BDVv which stores the minimum
delays from all other nodes to v. Every node v also knows FDVw

and BDVw, for all neighbor node w of v. Node v calculates the
two distance-vector tables for all possible values of s and takes
note of dmax, the maximum value from the two distance-vector
tables. Then v will choose the slot assignment that yields the
lowest dmax.

Centralized DESS. Aside from the distributed DESS, Lu et al. [18]
also proposed a centralized approach for computing wakeup sche-
dule that minimizes sleep latency. In particular, the goal of the
algorithm is to find a slot sv 2 ½0;1;2; . . . ; S� 1�;8v 2 N that
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minimizes the delay diameter. The delay diameter Df induced by a
particular slot assignment f is defined as Df ¼maxv ;wPf ðv ;wÞ,
where Pf ðv ;wÞ is the delay along the shortest delay path between
nodes v and w under the given slot assignment f. The listing in
Algorithm 1 provides a pseudo-code of the centralized DESS
algorithm.

Algorithm 1. Centralized DESS algorithm.
1: for v 2 N do
2: sv  0
3: endfor
4: d Df

5: for i 2 ½1;n� do
6: for v 2 N do
7: for s 2 ½0; S� 1�
8: dv  Df

9: if dv < d then
10: d dv
11: r s
12: else if dv ¼ d
13: r s with probability 0.5
14: r sv with probability 0.5
15: end if
16: sv  r
17: end for
18: end for
19: end for

SS-Trees. Ha et al. [46] proposed the use of Sense-Sleep Trees
(SS-Trees) as a means for reducing overhearing and packet
collisions in wireless sensor networks. To illustrate, consider the
network topology shown in Fig. 14a. Note that if all nodes use
the same wakeup schedule as in S-MAC or FSP, considerable energy
might be wasted due to overhearing and packet collisions. To
address these issues, the network topology can be logically
(a) Sample network topology

(c) SS-Tr

(d) Wakeup schedule of SS

Fig. 14. Illustrating SS-Trees and wa
partitioned into two SS-Trees, as shown in Fig. 14b and c. With
the interleaved wakeup schedule of each tree shown in Fig. 14,
overhearing and packet collisions will be reduced. The determina-
tion of SS-Trees and computation of their corresponding wakeup
schedules is performed by the sink node. The following are the
steps in the computation:

1. Every node v discovers its 1-hop neighbors.
2. Every node v forwards its link state information to the data sink

t.
3. Data sink t computes the optimal SS-Tree structures and

wakeup schedules with respect to the global connectivity map
and application requirements.

4. Data sink t disseminates computed wakeup schedules to every
node v through source routing.

5. Every node v exchanges wakeup schedule with its 1-hop
neighbors.

6. Each node v follows its wakeup schedule.

Discussion. For the distributed and centralized DESS schemes,
the computation of minimal sleep latency paths is a big advantage.
However, this comes at a high cost in terms of communication,
storage and computational overhead. In general, all the above-
mentioned network-coordinated wakeup scheduling schemes suf-
fer from several drawbacks including long convergence time, high
communication and computational overhead and low scalability.
Between centralized and distributed schemes, the latter schemes
are more feasible as they do not require the propagation of control
information to a single node which can be prohibitively expensive.
Except for SS-Trees and GSA, all the network-coordinated schemes
presented above can be easily adapted for dynamic wakeup sched-
uling. However, in highly dynamic environments, these schemes
may fail to converge to an optimal wakeup schedule. As for
SS-Trees, the wakeup schedules are dependent on the routing tree
(which is assumed to be fixed) and is totally independent from
energy availability. In the case of GSA, its objective is to come up
with a common global schedule which is opposite to the objective
of dynamic wakeup scheduling.
(b) SS-Tree 1

ee 2

-Tree 1 and SS-Tree 2

keup schedule of each SS-Tree.
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5.1.4. Uncoordinated
In uncoordinated or non-collaborative schemes, a node does not

use schedule information from other nodes to compute its own
wakeup schedule. Rather, a node employs control theory, or other
techniques that only require local information (i.e., information
within the node such as queue length or duty cycle.) The uncoordi-
nated schemes discussed below are receiver-centric, i.e., every
wakeup slot can accommodate the reception of at most one data
packet.

Adaptive duty cycle control with queue management. Byun and Yu
[47] proposed the use of a control-based technique to dynamically
adjust a node’s sleep interval at every cycle (and hence its wakeup
schedule). Let cv ðkÞ denote the sleep interval of a node v during the
kth cycle. Then we have the following difference equation that can
be used as a basis for designing a feedback controller:

cvðkþ 1Þ ¼ cvðkÞ þ b½qth
v � qvðkþ 1Þ� � c½qvðkþ 1Þ � qvðkÞ�; ð3Þ

where qvðkÞ is the queue length at node v during the kth cycle, qth
v is

a specified queue length threshold for node v, and b and c are con-
trol parameters that must be chosen. Note that as the queue length
becomes smaller than the queue threshold, the sleep interval time
increases linearly. Whereas, as the forward difference of queue
length exceeds zero (because the increased forward difference of
queue length induces a longer latency) the sleep interval time
decreases. We highlight that the scheme only requires the local
queue length information.

BRPS. Valera et al. [48] studied the sleep latency between a sen-
der node v and receiver node w when the wakeup schedules are
generated independently. The authors have shown that the
expected sleep latency from v to w denoted by EðWvwÞ is given by

EðWvwÞ ¼
1
2

EðDÞ 1þ VðDÞ
E2ðDÞ

" #
; ð4Þ

where EðDÞ and VðDÞ are the mean and variance, respectively, of all
the intervals fDig. An interval is the number of slots between two
Fig. 15. Generating wakeup schedules for different duty cycles, where nv denotes the nu
slot, which we label as gð0Þ at 0. (For the purpose of labeling the wakeup slots, we use th
middle of the cycle at S=2 which we label gð1Þ. If nv ¼ 3, then we add a slot in the mid
example up to nv ¼ 8. Note that since there are S slots per cycle, the duty cycle is nv=S.
consecutive wakeup slots in w. The result in (4) essentially means
that expected sleep latency of a wakeup schedule is related to the
variance of the intervals between receive wakeup slots. In particu-
lar, when the variance of the interval is low (high), the expected
latency is low (high). Valera et al. [48] also introduced schedule
robustness, which indicates the number of common wakeup slots
between two schedules of the same node in different cycles. A sche-
dule design is said to be robust if the generated schedule at cycle k
is a subset or superset of the generated schedule at cycle k0. The
motivation of schedule robustness is to ensure that a node v will
be able to communicate with another node w even if v does not
receive a schedule update from w but provided v knows an earlier
schedule of w. With the above conditions in mind, the authors pro-
posed a schedule design using bit-reversal permutation sequences
(BRPS). Fig. 15 illustrates how to generate wakeup schedules for dif-
ferent duty cycles.

Discussion. Uncoordinated wakeup scheduling schemes have
two major advantages: (i) they do not require information from
other nodes to compute their wakeup schedules resulting in low
communication overhead; and (ii) schedule changes in other nodes
will have no effect on a node resulting in low computational over-
head. As such, these schemes are very agile and are therefore suit-
able for EPWSNs. One major disadvantage is that the schemes may
generate wakeup schedules with high sleep latencies. BRPS reme-
dies this situation by generating wakeup schedules with low sleep
interval variance to minimize the expected sleep latency.
5.2. Aperiodic wakeup scheduling

In periodic wakeup scheduling, a node’s wakeup schedule usu-
ally repeats every cycle unless otherwise modified by the schedul-
ing algorithm. In contrast, such repetition does not occur in
aperiodic wakeup scheduling because the decision to wakeup or
sleep in every slot is random. The periodic wakeup scheduling
schemes presented in this section use bi-directional wakeup slots.
mber of wakeup slots of node v. If nv ¼ 1, then we can simply decide to position the
e notation gðiÞ, where i is the index.) If nv ¼ 2, then we just add an active slot in the
dle of gð0Þ and gð1Þ. This new slot labeled gð2Þ is at S=4. The illustration shows an
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Recall that a bi-directional wakeup slot can accommodate the
transmission or reception of one or more data packets.

Dai and Basu. Dai and Basu [49] proposed several random wakeup
scheduling schemes where every node exchanges minimal schedule
information with its neighbors to determine whether they are asleep
or awake in a particular slot. In particular, every node exchanges its
pseudo-random number generator (pRNG) seed and cycle position.
A node can be in any one of the following states in a slot: ON-RX, ON-
TX and OFF, with corresponding probabilities prx; ptx and
poff ¼ 1� prx � ptx, respectively. Note that with knowledge of the
pRNG seed and cycle and the probabilities, any node v will be able
to know the state of any other node w. Dai and Basu [49] proposed
six random wakeup scheduling schemes, described in the following:

S1: Random scheme without schedule exchange. In every
slot, nodes independently choose states in a probabilistic man-
ner. Suppose a node v is in the ON-TX state in a slot. For unicast
traffic, v randomly selects one of the nodes w, where w 2 Nv and
Nv is the set of one-hop neighbors of v. For broadcast traffic, v
simply transmits.
S2: One-hop schedule exchange. In this scheme, nodes
exchange pRNG seed and cycle prior to the network operation.
A node v that is in ON-TX selects a node w that is in ON-RX to
transmit its packet to.
S3: One-hop schedule exchange & nodes turn OFF. This
scheme improves on S2 through opportunistic energy saving
strategies. If a node w is in the ON-RX state in a slot and none
of its neighbors are in the ON-TX state in the same slot, then
w changes its state to OFF. Similarly, if a node v is in the ON-
TX state and none of its neighbors are in the ON-RX state, then
v modifies its state to OFF. Also, a node v in the ON-RX state
modifies its state to OFF if more than one of its neighbors is
in the ON-TX state.
S4: Two-hop schedule exchange and nodes turn OFF. This
scheme improves on S3 through two-hop schedule exchange.
Each node exchanges the pRNG seed and cycle position and those
of its neighbors to all of its neighbors. Since a node has two-hop
schedule information, it will be able to calculate the modified
schedule of all of its neighbors. After determining the modified
neighbor schedule, a node modifies its state from ON-TX to OFF
if there are no neighbors in the ON-RX state in that slot. A node
v in the ON-TX state randomly selects a neighbor node w that is
in the ON-RX state under the modified schedule to transmit to.
S5: Modified seedex. Similar to S4, each node exchanges two-
hop schedule information and is able to obtain the modified
schedule of all of its neighbors. In each slot, a node v in the
ON-TX state selects one of its neighbors w in the ON-RX state
as a potential receiver. The actual transmission is dictated by
a probability p that is inversely proportional to the number of
neighbors of w that are in the ON-TX state. In addition, (i) nodes
that do not transmit (due to probabilistic backoff) are modified
to the OFF state, and (ii) nodes modify their states from ON-RX
and ON-TX to OFF if there are no nodes in the ON-TX or ON-RX
state, respectively, in a node’s neighborhood.
S6: Combination of S4 and S5. This scheme combines the fea-
tures of S4 and S5.

Ghidini and Das. Ghidini and Das [50] proposed a random scheme
that does not require any form of information exchange. Nodes there-
fore rely on the probability of being simultaneously awake to effect
data transfer. To motivate the design of their random wakeup sched-
uling scheme, Ghidini and Das introduced the notion of connection
delay for nodes v and w which is the time interval between the cur-
rent slot and the first slot at which both v and w are simultaneously
awake. A related concept is connection duration which is the time
interval between first and last slot when v and w are simultaneously
and continuously awake. The authors proposed a Markov Chain-
based duty cycling scheme with control vector ½d; s; c�0 where d is
the target duty cycle, s is the slot duration, and c is the memory coef-
ficient of the Markov Chain. The last parameter affects the transition
probabilities a (transition probability from sleep to wakeup) and b
(transition probability from wakeup to sleep) as follows:

a ¼ cd ð5Þ

and

b ¼ c� a: ð6Þ

Note that c 2 ½0;1=ð1� dÞ�, and setting c ¼ 1 means that the deci-
sion at every slot is totally independent from the previous decisions.

Discussion. Aperiodic schemes are essentially random wakeup
scheduling schemes where the decision to sleep or wakeup is per-
formed at the beginning of every slot. As such, these schemes may
potentially have higher computational overhead. But because no
schedule is exchanged among the nodes, communication overhead
is either zero or minimal. In terms of adaptability to dynamic envi-
ronments, the schemes proposed by Dai and Basu [49] are not
amenable for adaptation because of their use of pRNG. Note that
a node’s wakeup slots are determined by its pRNG which is totally
independent from the dynamics of the node’s environment. As for
the scheme proposed by Ghidini and Das [50], it can be easily
adapted through the control parameter d. In terms of sleep latency,
the use of random wakeup slots in aperiodic schemes results in
stochastic sleep latency as well. The scheme by Ghidini and Das
[50] is slightly better as it provides a mechanism to improve the
sleep latency, i.e., through the minimization of connection delay.
6. Hybrid schemes

Hybrid schemes switches between synchronous and asynchro-
nous scheduling depending on the prevailing network conditions.
The switching between the two modes is motivated by the fact that
asynchronous schemes perform well under light load conditions
while synchronous approaches are usually better in heavy load
conditions [51].

Z-MAC. Z-MAC [52] combines the strengths of TDMA and CSMA
while ‘‘offsetting’’ their weaknesses. Nodes employ neighbor dis-
covery and slot assignment schemes to enable every node to obtain
a slot such that no two nodes within two hops are assigned the
same slot. The current implementation uses DRAND [53], a distrib-
uted version of RAND [54] for slot assignment. The slot assigned by
DRAND is then used to derive the time frame of every node v. The
time frame of v specifies the time slot at which v is allowed to
transmit. When v has data to transmit, it first determines whether
it is the owner of the slot and whether it is in low contention level
(LCL) mode or high contention level (HCl) mode. A node v is in the
latter state if it receives an explicit congestion notification from
one of its two-hop neighbors. The transmission rule is as follows:

� If v is the owner of the slot, it performs random backoff (within
fixed time period To) followed by clear channel assessment. If
the channel is idle, it proceeds to transmit its data; otherwise
it repeats the process.
� If v is not the owner of the slot and it is in LCL mode, or it is in

HCl mode and none of its two-hop neighbors own the current
slot, v waits for To and then performs random backoff within
a contention window ½To; Tno�. Node v then performs clear chan-
nel assessment and if the channel is idle, it proceeds to transmit
its data; otherwise, it repeats the process.
� If v is not the owner of the slot and it is in HCl mode, v post-

pones its transmission until it finds a time slot that either it
owns or is not owned by any of its two-hop neighbors.



Table 3
Comparison of wakeup scheduling schemes.

Scheme Dynamics adaptation Latency-aware Duty cycle range Processing complexity Overhead

B-MAC [24] U M–H N L
X-MAC [25] U M–H N L
BoX-MAC [26] U M–H N L
RI-MAC [27] U M N L
RC-MAC [28] U M N L
Nguyen et al. [29] U M M L
Symmetric WSF [17] L–H (C) M L
Quorum-based [31] U L–H (C) H H
Lee and Eun [32] U L–H L L
S-MAC [38] L–H L M
T-MAC [39] L–H L M
PMAC [40] L–H M M
DSMAC [41] L–M (C) L M
ESC [7] U U L M M
FSP [19] L–H M M
Wakeup Patterns [19] U L–H M H
ASLEEP [42] U L–H M H
Zhou and Medidi [43] U L–H M H
RMAC [44] U L–H M H
GSA [45] L–H M H
Distributed DESS [18] U U L–H M H
Centralized DESS [18] U U L–H H H
SS-Trees [46] M (T) H H
Byun and Yu [47] U L–H H L
BRPS [48] U L–H L L
Dai and Basu [49] U M M
Ghidini and Das [50] U L–H M L
Z-MAC [52] U L–H M H
[i]Queue-MAC [55] U L–H M H

N–None; L–Low; M–Medium; H–High; C–Coarse; T–Tree-dependent; U–Uncontrollable.
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Queue-MAC and iQueue-MAC. Queue-MAC [55] is a hybrid
CSMA/TDMA protocol that uses queue length information to
switch between the two MAC protocols. A fixed period of the
superframe is allocated for CSMA while a variable period of the
superframe is allocated for TDMA. A parent node (cluster head or
router) monitors the queue lengths of its child nodes. The protocol
operates according to the following simple rule: a parent node allo-
cates additional TDMA slots to its heavily loaded children nodes.
The authors also proposed iQueue-MAC [51] as an enhancement
of Queue-MAC [55] to provide better support for multi-hop packet
forwarding and multi-channel operation.

Discussion. By design, hybrid schemes are well suited for environ-
ments where data traffic is dynamic. To a certain extent, they can
also be adapted for dynamic duty-cycled operation. The ease or dif-
ficulty of adaptation essentially depends on the underlying schemes
used in the two modes of operation. The major disadvantage of
hybrid schemes is that they suffer from higher communication
and computational overhead.

7. Conclusion and open issues

Environmentally-powered wireless sensor networks (EPWSNs)
are adaptively duty-cycled to attain energy-neutral operation in
the face of dynamic energy supply. Duty-cycled operation necessi-
tates the use of wakeup schedules which indicate the time intervals
at which a node activates its radio transceivers to perform either
packet transmission or reception. In this paper, we presented a
survey of the state-of-the-art in wakeup scheduling.

7.1. Wakeup scheduling schemes

Numerous wakeup scheduling schemes have been proposed for
wireless sensor networks to address the unique challenges of duty-
cycled node operation. We have summarized recent results on
wakeup scheduling and classified the approaches into three main
categories, namely asynchronous, synchronous and hybrid. Table 3
enumerates the various wakeup scheduling schemes that were
presented in this survey, consisting of MAC-layer and non-MAC-
layer approaches. The table also qualitatively assesses the schemes
against the considerations discussed in Section 2.4 to establish
suitability for EPWSNs. In summary, wakeup scheduling schemes
used in EPWSNs must consider (i) environment dynamics (topol-
ogy, energy supply, load), (ii) sleep latency; (iii) duty cycle range;
(iv) processing complexity; and (v) communication and storage
overheads.
7.1.1. Asynchronous schemes
Asynchronous schemes were the earliest and simplest protocols

proposed for wakeup scheduling. A node with data to transmit
simply wakes up to transmit without regard on whether other
nodes are awake to receive. One of the major advantages of asyn-
chronous operation is that they do not require any form of time
synchronization which can be difficult and may entail considerable
energy consumption. Another major advantage of asynchronous
approaches is that they do not require any computational and stor-
age overhead since no schedules are stored. The only overhead is
the transmission of special frames (e.g., preamble or beacon) prior
to data transmission. There are four possible approaches to enable
data transmission across nodes which are not aware of each other’s
wakeup schedule: (i) transmitter-initiated – a sending node trans-
mits a preamble prior to the data frame; (ii) receiver-initiated – a
node transmits a beacon every time it wakes up to indicate that it’s
ready to receive data; and (iii) combinatorial and random – combi-
natorial design is used to ensure that two or more nodes are simul-
taneously awake within bounded time while in random, wakeup
rates are randomized and used in tandem with receiver-initiated
approaches. Except for WSF, it is straightforward to adapt asyn-
chronous schemes to be adaptive to the dynamics of its operating
environment. However, both transmitter-initiated and receiver-
initiated protocols cannot be used in the entire duty cycle range.
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In both schemes, transmitters will suffer excessive waiting time in
low duty cycle regimes while the use of beaconing in receiver-ini-
tiated protocols might cause excessive contention in high duty
cycle regimes.
7.1.2. Synchronous schemes
In contrast to asynchronous schemes, synchronous schemes

require nodes to be time synchronized. The majority of the
proposed schemes presented fall under this category and we divide
them further into two major sub-categories depending on the
periodicity of the wakeup schedule. Most synchronous schemes
operate periodically, i.e., a wakeup schedule repeats every period,
cycle or epoch until a change is made by the scheduling algorithm.
There are however schemes wherein the decision to sleep or
wakeup in every slot is random resulting in aperiodic wakeup
schedules.

In periodic wakeup scheduling, the main problem is to deter-
mine a subset of time intervals within a cycle to wakeup so that
a node can perform packet transmission or reception. The selection
of appropriate time intervals is usually driven by an objective to
optimize a certain performance metric such as throughput or
latency. Nodes must therefore collaborate with each other in the
process of computing their respective wakeup schedules. There
are three levels of collaboration: (i) neighbor-coordinated – a node
establishes its own wakeup schedule by considering the wakeup
schedules of its neighbor nodes; (ii) path-coordinated – nodes
along a path coordinate their wakeup schedules such that packets
traversing along the path will have little delay; and (iii) network-
coordinated – all nodes in the network collaborate to arrive at
either a global wakeup schedule or a per-node schedule that satis-
fies certain performance objectives. In addition, uncoordinated
schemes are also possible where nodes independently compute
their respective wakeup schedules, employing control theory or
other techniques that only require local information (i.e., informa-
tion within the node such as queue length or duty cycle.).

Except for ESC which was specifically designed for low duty
cycle networks, all periodic schemes can support low–high duty
cycles. In terms of suitability for dynamic environments, path-
coordinated schemes, together with SS-Trees and GSA, are not
amenable for adaptation to such environments. This is because
considerable coordination effort is needed to support dynamic
wakeup schedules. Meanwhile, network-coordinated and
path-coordinated schemes require high computational complexity.
Notably, BRPS together with neighbor-coordinated schemes
(except PMAC) entail low computational complexity. In terms of
overhead, uncoordinated schemes entail the lowest overhead fol-
lowed by neighbor-coordinated schemes. Path-coordinated as well
as network-coordinated schemes require higher overhead because
every node needs to coordinate their respective schedules with a
larger number of nodes.
7.1.3. Hybrid schemes
Finally, several schemes that combine synchronous and asyn-

chronous scheduling have been proposed. The switching between
the two modes is motivated by the fact that asynchronous schemes
perform well under light load conditions while synchronous
approaches are usually better in heavy load conditions. These
schemes are suitable in dynamic environments and they can sup-
port low–high duty cycle networks. They also have moderate com-
putational complexity but their major drawback is that they
usually require higher storage and communication overhead. This
is because additional messages are exchanged and stored to enable
nodes to ascertain the proper mode of operation to use.
7.2. Open research issues

As mentioned in Section 2.4, sleep latency is a major challenge
in duty-cycled networks. Path-coordinated schemes, including ESC
and DESS appear to be heading in the right direction as they
address this particular problem. In particular, wakeup slots or
intervals are positioned such that the waiting time from node to
node (in the direction of the expected traffic flow) is minimized.
However, the design of these schemes suffer from one major flaw:
they assume that packet transmissions are always successful. In
practical sensor networks where wireless link qualities have high
variation, packets retransmissions are more the norm than the
exception. As such, the low latency advantage of path-coordinated
schemes will vanish in real-world deployments. Indeed, it might be
difficult to have deterministic guarantees in stochastic environ-
ments. Currently, there is very little research that looks at mini-
mizing sleep latency in the presence of unreliable wireless links.

Schedule representation is another important area that needs to
be studied further. Note that in most synchronized schemes, every
node needs to store the wakeup schedules of all its neighbors.
Because sensor nodes have limited memory, schedules must be
represented in a compact manner. The most straight-forward
approach to represent a schedule is to use an S-bit array, where S
is the number of slots per cycle. A ‘0’ bit means that the corre-
sponding bit position is a sleep slot while a ‘1’ bit means that the
corresponding bit position is a wakeup slot. Note however that this
approach is not scalable. If a scheme uses high value for S and the
network is dense, then considerable amount of memory is needed
for schedule storage. We note that our previous work on BRPS rep-
resents a first attempt to tackle the problem of (i) minimizing sleep
latency in presence of unreliable wireless links; and (ii) minimal
overhead schedule representation.

Another possible area of research is the consideration of node
mobility in wakeup schedule design. Most of the existing schemes
assume that the sensor nodes and sink are stationary. Asynchro-
nous and non-collaborative synchronous schemes are good candi-
dates for these scenarios because their lack of coordination
requirement makes them robust to network topology changes. In
the presence of node mobility, schemes that require coordination
may not converge to an optimal schedule or may generate
excessive overhead.
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