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1 INTRODUCTION

Most combinatorial (optimization) problems are computationally intractable. We often have to be satisfied with good solutions and typically metaheuristic algorithms are used such as various forms of local search, tabu search, etc. Given the heuristic nature of such search algorithms, there are two important considerations in designing a metaheuristic algorithm:

- choice of metaheuristics to employ, which may include problem specific tweaks;
- selecting the appropriate parameters to drive the heuristics.

We call this problem of designing the appropriate metaheuristic problem for a combinatorial (optimization) problem, the metaheuristic tuning problem [1, 6]. Anecdotal evidence suggests that that tuning takes a major effort, i.e. [1] cites anecdotal evidence that 90% of the time is spent on the tuning problem.

Although it can be easy to come up with a variety of metaheuristics, tuning the metaheuristic implementation is not straightforward. Firstly, the metaheuristics may not be well understood. It might also be applied to problems which may not have been studied. Thus, it may not be clear how to perform tuning. Secondly, the space in which the tuning can operate on is very rich — there are many ways of combining different kinds of metaheuristics each with their own choice of strategies and variations. Furthermore, they each have their own parameters. In this paper, we take a broad view of the metaheuristic tuning problem and understand it to also encompass algorithm design and debugging.

Traditionally, the approach for to the tuning problem is either manual experimentation or more automated approaches such as finding the best parameter values [1], best configuration [3], or have self-tuning algorithms [2]. In this paper, we take a different approach which takes a human/programmer perspective — how to aid the human in dealing with the tuning problem. Like human-guided search [5] we believe that a cooperative paradigm whether the human is in the loop can be productive, the difference is that human-guided search is concerned with using the human to produce better solutions while we want to use the humans to produce better metaheuristic algorithms.

Ultimately, we would like a man-machine cooperation which can help the human debug, analyze and improve a metaheuristic algorithm for particular problems. Some of the questions which we would like to help answer are:

- Does the search behavior match how we think the algorithm should behave?
- Are there signs of cycling behavior?
- How does the metaheuristic algorithm make progress?
- How effective the metaheuristic in conducting intensification and / or diversification?
- How wide is the search coverage?
- How far is the (greedy) initial solution to the best found solution?
- Does the search quickly identify the region where best found solution reside or wander around in other regions?
- How do the trajectories of two different metaheuristics compare?
- What is the effect of modifying certain parameters, components or strategies with respect to the search behavior?

In this paper, we focus on metaheuristic algorithms which are search trajectory based, such as iterated local search, simulated annealing, tabu search, etc. We believe that a good approach to get man-machine cooperation is with an interactive visualisation of the search trajectory. One way of understanding how a program works is with a debugger. We have built the analog of a debugger, the visualizer Viz, for understanding search trajectories of metaheuristic algorithms by providing visualization and animation (forwards and backwards) in time. Viz has both problem independent visualization which allows it to be used on a broad range of metaheuristic algorithms in a generic way and can also make use of problem specific visualizations. Although Viz is still in prototype stage, we believe that it is the first serious attempt at an interactive tool with emphasis on the human computer interaction aspects to help humans understand the dynamic behavior of metaheuristic algorithms and guide the tuning process.

2 SEARCH TRAJECTORY VISUALIZATION

Visualizing the search trajectory, i.e. local movement of the current solution along the search space is difficult because the problem is usually in very high dimensions and the search space is also extremely large. We are only aware of (very) few proposals for search trajectory visualization.

N-to-2 space mapping [4] gives a mapping from a higher dimensional problem space to 2-D for visualizing, e.g. coverage of search space. However, the proposed visualization is crowded and static.

In earlier work, V-MDF [6], we proposed a visualization called the distance radar. A current set of elite solutions is chosen, called anchor points. The distance radar displays two graphs: (i) the distance between the current solution in the search trajectory to the set of anchor points; and (ii) the fitness with respect to the anchor points. While V-MDF can help answer some of the questions about how the search trajectory is behaving, the visualization is not very intuitive. For example, one drawback is that the graphs can change simply because the elite set changes with time. The visualisation is
less effective here because essentially one dimensional information, the distance or objective value is displayed for every anchor point.

With Viz, we want to ensure that the visualization can be intuitive and exploit the fact that humans are good at recognizing visual patterns, in particular, not just an image but also how things change which exploits movement and temporal features. We make use of a 2-D visualisation where instead of trying to map from the points in the search trajectory from a high dimension to 2-D, we consider abstract points which are differentiated from each other using a distance metric. We do not have the space to discuss the visualization in detail — an example of a possible metric is the Hamming distance. We can then layout these points in 2-D as shown in Fig. 1 and 2. The advantage is that we now have a problem independent visualization which can be used with a suitably defined metric to demonstrate search trajectories.

3 The Viz system

Fig. 1 shows Viz — the GUI, the independent visualizations are the large search trajectory visualization and search trajectory objective value graph, and other problem specific visualizations (i.e. current solution as a TSP tour). Viz functions in interactive fashion as a kind of video player to play back an animation of the search trajectory (forwards/backwards) drawn as a trail. The trail fades with time so that the animation does not clutter up the screen. Colors are used to compare two metaheuristic algorithms. Anchor points are landmarks to indicate the progress of the search trajectory in the abstract search space. The problem specific visualizations are used to complement the problem independent ones. The animation of the geometric pattern of the trail and its relation to the anchor points and problem specific visualizations can be used to answer the questions in Sec. 1.

Space doesn’t permit more details, rather we use the following example which demonstrates how one can visualize the differences between two variants of Iterated Local Search on TSPs [8]. In TSPs, it is conjectured that a heuristic algorithm should exploit the “Big Valley” property, a region in the TSP search space where most local optima (including the global optima) lie [7].

In this example, we want to know whether our algorithms make use of this property. We created two variants of the ILS algorithm which are run on the same TSP instance: ILS_A and ILS_B. The visualization of the search trajectories from ILS_A and ILS_B is shown in Fig. 2. We can see that at a glance, one can check the existence of the search intensification indicative of a ‘Big Valley’ by looking for

Figure 1. Screen shot of Viz with multiple visualizations

Figure 2. Search trajectory of ILS_A vs ILS_B on the same TSP instance
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