
SMU Classification: Restricted

David Lo

Testing the Limits: What Breaks and 
How to Partially Fix LLM4ASE?



SMU Classification: Restricted

Testing the Limits of LLM4ASE

Why test the limits of LLM4ASE? What 
can we learn from history of AI4SE?

What things break when 
we test the limits? How 
to partially fix them?

What is the road ahead? What 
can we achieve?
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Why Test the Limits? 
What Can We Learn from AI4SE History?

Borobudur, Indonesia
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AI for Software Engineering (AI4SE)

IEEE 
Computer 
2009
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AI for Software Engineering (AI4SE)
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Wave 1: Deep Learning

MSR 2015

QRS 2015
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Wave 1: Deep Learning

Key Question: How Can We Learn Better Representations 
of Code and Other Software Artifacts?

Deep Belief Network (DBN)

Recurrent Neural Network (RNN)

Convolutional Neural Network (CNN)

Long Short-Term Memory Network (LSTM)

Transformer

…
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Wave 1: Deep Learning
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Simple methods can do better than a deep learning approach for mining SO
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Simple methods can do better than DL approaches for JIT defect-prediction

Despite the wave, answer is not always positive
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Wave 1: Deep Learning
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Finding the limits (weaknesses) can result in new innovations
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Improve dataset, create new SOTA baseline

Highly Commended Paper Award (Best Paper Runner Up)
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Wave 1: Deep Learning
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Finding the limits (weaknesses) can result in new innovations
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Combine deep learning and simple methods to achieve SOTA

Invited for EMSE extension



SMU Classification: Restricted

Wave 2: Large Language Models (LLMs)
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Language Model Potentials
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Won Most Influential Paper Award @ ICSE 2022
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Our Initial Experience with LLMs
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Is LLM a silver bullet or hype for software engineering?

SE4SA Tools LLMs
General

Stanford CoreNLP

SentiStrength

SE-specific

Senti4SD

SentiCR

SentiStrength-SE

BERT

RoBERTa

XLNet

ALBERT

VS.
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• Consider a common task (NLP and SE): sentiment analysis

• Many specialized techniques have been proposed for SE

Most cited ICSME 2020 paper
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Our Initial Experience with LLMs
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SE4SA Tools LLMsVS.

Is LLM a silver bullet or hype for software engineering?
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Our Initial Experience with LLMs

IC
SM

E 
2

0
2

0

Is LLM a silver bullet or hype for software engineering?
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Our Initial Experience with LLMs
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• CodeBERT (EMNLP’20) was not evaluated beyond its pre-trained dataset

• Only shown effective on 2 tasks and not compared with SE SOTA

• Can it generalize to additional data, task, and baselines?

• Answer: Yes, Yes, Yes -- by 3.7% (new task) to 31% (old task, new data)

• Tradeoff: Much more computation resources 

- CodeBERT is 9-24x slower than NCS and UNIF (10k documents)

- Gap is bigger for larger corpus 

Most cited ICSME 2021 paper

Is LLM a silver bullet or hype for software engineering?
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LLMs Seem to Win for Many ASE Scenarios

                        18

A
S

E
 2

0
2

1

Finding silent vulnerability fixes

IC
P

C
 2

0
2

2

Mining social media for library review and rant
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Neurosymbolic analysis to deal with imprecision of static analysis
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Neurosymbolic analysis to determine patch correctness

LLMs Seem to Win for Many ASE Scenarios
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LLMs Seem to Win for Many ASE Scenarios
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LLMs Seem to Win for Many ASE Scenarios
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Have we tested the limits of LLM4ASE? 
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Testing the Limits of LLM4ASE

Why test the limits of LLM4ASE? What 
can we learn from history of AI4SE?

What things break when 
we test the limits? How 
to partially fix them?

What is the road ahead? What 
can we achieve?
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What Things Break? How to Partially Fix Them?
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LLM4ASE

Data

Model

RobustnessSize & Latency Hallucination

Long-Tailed Data BackdoorData Evolution

Form over 
Content
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Long-Tailed Data

Data
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LLM4ASE Performs Badly on Tail Data
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3. Evaluation on 
Head and Tail

1. Long Tailed Data 2. Fine-tuning

Experiment Design

How does LLM4ASE perform on long-tailed data?

API Sequence Recommendation

Code Revision Recommendation

Vulnerability Type Prediction

Sorted Label IDs
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%
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Top 5% vulnerability 
types occupy half of 

the data samples.

14

0

Fine-tuning

Training 
Dataset

Test 
Dataset

Head
Tail

Distribution
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Results

30-200% Difference 
in Head vs. Tail
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Mitigation

Effectiveness

Mitigation techniques have the potential to 
improve LLMs' handling of tails, although 

the effectiveness is is limited.

Vulnerability Type Prediction (Accuracy)
Fine-tuning

Task Dataset LLMs

Assigning more weight to tail samples 
during parameter updates

FL LTR

Optimal 
Parameters 
for Head

Optimal 
Parameters
 for Tail

Model Parameter 
Update in Fine-Tuning

Fine-tuning is biased by 
frequent head data
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LLMs are Affected by Data Evolution
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• Data continues to change, creating OOD data

- E.g., new API, new library, new programming language, etc.

• We need to continue to fine-tune LLM models on new data to catch up

• However, can this lead to “catastrophic forgetting” ?

-  LLMs may forget prior seen data and do poorly on prior data.

•  Can this issue be mitigated or addressed? 

Adapting LLMs considering rapid changes in data
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General

Security

Android 

Web 

Guava

3. Evaluation 
of Forgetting

1. OOD Data 
Creation

2. Fine-tuning

Experiment Design

Domains General Security Guava

…

Fine-tuning

Continual fine-tuning

LLM

LLM

Do LLMs forget the 
Security domain?

Does data evolution lead to “catastrophic forgetting”?
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Results

LLM forgets the data in the Security domain 

and results in up to 55% performance drop.

API Usage Prediction
(Encoder-based LLM)

Effectiveness of 
Mitigation Techniques

Mitigation techniques help LLM in 

reducing their tendency to forget 

previously seen datasets.
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No mitigation
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Attack Model

Model 
Developer

Poisoned model
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Poisoned model
Attacker

no trigger
get results
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Attack Model

Wan, Y., Zhang, S., Zhang, H., Sui, Y., Xu, G., Yao, D., ... & Sun, L. You see what I want you 

to see: poisoning vulnerabilities in neural code search. FSE 2022

“adding the same piece of code 
to any given program x.”

“add pieces of code drawn
randomly from some 

probabilistic grammar.”
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Adversarial Perturbations to Variable Names as Stealthy Backdoor

The triggers can be adaptive!
Much harder to be detected by the existing 

defensive method.

“Panda” “Gibbon”

+ =

Adversarial Perturbations

Original Target

Target
C
o
u
n
ts

Outlier Score Outlier Score

C
o
u
n
ts
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Nominated for ACM SIGSOFT Distinguished Paper Award

LLM4ASE is Large and Slow
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Is LLM a practical solution for software engineering?

Developers often prefer AI4SE tools that can be loaded into the IDE.

• Privacy: Sending data to third-party cloud services can result in leakage

• Latency: High latency due to poor network conditions degrades user experience

However, when deploying LLMs (>400MB, 1.5s/query) the following cannot be met:

• “50MB model is upper bound, and 3MB is preferred in modern IDE” 

• “0.1 seconds is preferred in modern IDE or editor design”

-- VSCode team
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Process: Compressing LLM4ASE with “Compressor”

LLM4ASE Small model

Model Search

Unlabeled, 
unseen data

Knowledge distillation

Hyper-parameter LLM
Search 
Space

Layers 12 [1, 12]

Hidden Size 768 [16, 768]

Attention Heads 12 1,2,4,8

Hidden Size of FFN 3072 [32,2072]

Vocabulary Size 50k [1k, 50k]

Hyper-parameter 
Small 
Model

Layers 12

Hidden Size 96

Attention Heads 8

Hidden Size of FFN 64

Vocabulary Size 1000

Genetic Algorithm 

Maximize small model’s 
computational power (GFLOPs) 

Minimize difference between
its size (t) and the target size (T)

Fitness = GFLOPs - |t - T|

Minimize the difference 
between their outputs

1

2
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Results: Effectiveness on Various LLMs

Model
Vulnerability Prediction Clone Detection

Accuracy Efficiency Accuracy Efficiency

CodeBERT
(3 MB, 160×) 

-3.84% +334% -0.80% +328%

GraphCodeBERT
(3 MB, 160×)

-2.26% +182% -2.48% +448%

Takeaway: Compressor compresses LLMs from 481 MB to 3 MB (160× smaller) 

and boosts efficiency by up to 448% (5.48× faster), while maintaining up to 

99.2% of the original performance. 

 

Results of employing Compressor on CodeBERT and GraphCodeBERT
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• Simultaneously optimize model size, effectiveness, efficiency, and energy consumption

• We compress LLMs 160× smaller and 

- boost efficiency by up to 218× faster, 

- reduce energy consumption by up to 173×, 

- while maintaining up to 99.42% of the original performance. 

New Work
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code2vec, GNN of code are not robust to minor semantic-preserving perturbations
Tasks: predict method and variable name

Robustness Issue
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Threat 
Model
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LLM4ASE is Not Robust
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Vulnerable⚠️

Unnatural⚠️

Natural✅

Natural✅

Secure✅

Secure✅

Successful

Attack!

Natural Attack: Fooling Both Bot and Human
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Code 

input

Extract identifiers

Natural

substitutes
Find related words to 

each identifier using LLM

Step 1: Fast,

greedy

heuristics

Step 2: Slow, 

thorough

genetic algorithm

Find a subset 

of possible 

substitutions

Target

LLM4ASE

Adversarially

modified input

Different Outputs

Process
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Attack success rate 

(a high value indicates low robustness)

Robustness improvement through adversarial retraining 

(a high value indicates larger enhancement)

Results
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LLM4ASE Hallucinates

                        51

Hallucination: “the generation of output that is 
erroneous, nonsensical, or detached from reality”
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Variable “j” is 
used outside 
the “for” loop

Bugs? Code smell? Vulnerability?
ChatGPT-generated code

Java code generated 
for LeetCode 

Problem 1957 - 
Delete Characters to 
Make Fancy String’

LLM4ASE Hallucinates
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Data Collection
2,033 code 

tasks ChatGPT

4,066 generated code (Python & Java)Test Suites from LeetCode 

Performance & 
Quality Issues

Runtime information Static Analysis Information

Open Card Sort 
Discussion

Code Quality Issues

Repair with 
Prompting Fixing Prompts with Feedback from 

Static & Dynamic Analysis 

ChatGPT Fixed Code

Prompts

                        

Process
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The performance of ChatGPT is significantly and substantially 

affected by task difficulty, time that tasks are introduced, program size 

Results
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Fixing through Interactions
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Form over Content

DataModel
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Overall, because the 
average rate of 
getting correct
answers from 

ChatGPT is too low.

ChatGPT for Software Q&A
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ChatGPT for Software Q&A
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3. Evaluation1. Technical Question 
Collection

2. Answer 
Collection

• Created in 2022

• >0 accepted answer

• “Java”/”Python”

• Not a duplicate

• No image

• >5 upvotes

Process
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Results

Human answers are similar to ChatGPT in terms of readability and clarity, 
but much better in terms of usefulness and overall score.
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What Things Break? How to Partially Fix Them?

                        61

LLM4ASE

Data

Model

RobustnessSize & Latency Hallucination

Long-Tailed Data BackdoorData Evolution

Form over 
Content
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Testing the Limits of LLM4ASE

Why test the limits of LLM4ASE? What 
can we learn from history of AI4SE?

What things break when 
we test the limits? How 
to partially fix them?

What is the road ahead? What 
can we achieve?
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What is The Road Ahead? 
What Can We Achieve?
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I. Fixing Things that Break
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LLM4ASE

RobustnessSize & Latency Hallucination

Long-Tailed Data BackdoorData Evolution

Form over 
Content
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II. Finding What Else Breaks
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LLM4ASE
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III. Finding What We Can Still Do with “Broken” LLM4ASE

                        66

Coding

Unit Test Integration Test

Refactoring

……

Design

Gather Requirement

Acceptance Test

Debug

Security Test

Stress Test

CI/CD

Containers

DevOps

MLOps

…

Bug Triaging

Verification

Porting

Code Review

…

…

Documentation

Code Smell

Technical Debt

LLM4ASE
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IV. Beyond One LLM + Beyond LLMs
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LLM1

LLM / Foundation Model 2

Other AI/PA/SE Tools
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V. Do More on Data Centric Innovations
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What is the Road Ahead? 
What Can We Achieve?
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Software Engineering 2.0

ICSE’23 Future of SE Talk
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Software Engineering 2.0
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History Challenges Vision

Roadmap I Roadmap II Call4Action

AI for Software Engineering

Towards Software Engineering 2.0
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Openings: Center for Research on Intelligent 
Software Engineering (RISE)

10 faculty members, 
40+ research staffs & students

10 ongoing projects with 
a total amount of S$16.2M.

Homepage History Ranking
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TrustedSEERs: Trusted SE Expert advisoRs

Building trusted bots towards Software 

Engineering 2.0
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NRF Investigatorship project, 2023-2028 ($3.2M)

Individual research grant, similar to ERC Advanced
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“If you want to go far, go together” – African Proverb 
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Thank you!

Questions? Comments? Advice? 

davidlo@smu.edu.sg
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